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Abstract. When will a large group provide an accurate answer to a question involving
quantity estimation? We empirically examine this question on a crowd-based corporate
earnings forecast platform (Estimize.com). By tracking user activities, we monitor the
amount of public information a user views before making an earnings forecast. We find
that the more public information users view, the less weight they put on their own private
information. Although this improves the accuracy of individual forecasts, it reduces the
accuracy of the group consensus forecast because useful private information is prevented
from entering the consensus. To address endogeneity concerns related to a user’s in-
formation acquisition choice, we collaborate with Estimize.com to run experiments that
restrict the information available to randomly selected stocks and users. The experiments
confirm that “independent” forecasts result in a more accurate consensus. Estimize.com
was convinced to switch to a “blind” platform from November 2015 on. The findings
suggest that the wisdom of crowds can be better harnessed by encouraging independent
voices from among group members and that more public information disclosure may not
always improve group decision making.

History: Accepted by Renee Adams, finance.
Supplemental Material: The online appendix is available at https://doi.org/10.1287/mnsc.2019.3294.
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The more influence we exert on each other, the more
likely it is that we will believe the same things and make
the same mistakes. That means it’s possible that we could
become individually smarter but collectively dumber.

—James Surowiecki, The Wisdom of Crowds, p. 42

1. Introduction
Many important decisions are made in a group setting.
Consider jury verdicts, the setting of interest rates by
the Federal Open Market Committee, and the appoint-
ment of a CEO by a board of directors. Consequently, a
crucial topic in social science is how to best elicit and
aggregate information from individuals. A great deal
of evidence suggests that, under certain conditions, the
simple average of a large group’s answers to a ques-
tion involving quantity estimation is generally as good
as, and often better than, the answer provided by any
individual in that group.1 This phenomenon is com-
monly referred to as the “wisdom of crowds.” As long
as individual estimates are unbiased and independent,
the law of large numbers implies that the group con-
sensus is very accurate.

In most social and economic settings, however,
individual estimates are unlikely to be independent.
The reason is that they are often issued sequentially,
and individuals learn from observing other people’s
actions and beliefs, especially those of influential

people. Does such herding behavior result in a better
or poorer group consensus?
The answer is not always clear. On the one hand,

there are several reasons why herding in a sequential
setting may generate a more accurate group con-
sensus. The sequential process may encourage dis-
cussion and the production of additional information.
In addition, if a group member with a very precise
signal speaks early, then subsequent herding by other
members could improve the accuracy of the group
consensus. On the other hand, herding results in
correlated rather than independent estimates. In the
extreme case of an information cascade, subsequent
group members’ private information is completely
disregarded, so the group consensus is no more ac-
curate than the estimate that started the cascade.2

We empirically examine the net impact of herding
on the wisdom of crowds. We use a specific setting in
which individuals make corporate earnings fore-
casts. Forecasting earnings is a suitable setting as both
earnings forecasts and realizations are easily ob-
servable, and the forecast error can be clearly defined.
Accurate earnings forecasts are moreover of crucial
importance to investors and firms and to the function-
ing of the financial market in general. Not surprisingly,
a wide range of market participants provide earnings
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forecasts. They include equity analysts from both the sell
side and the buy side and, more recently, independent
analysts.

Wefirst study the impact of herding on the accuracy
of consensus earnings forecasts in a simple theoretical
setting in the online appendix.3 Quantifying such
an impact empirically is usually challenging as re-
searchers are generally unable to observe the coun-
terfactual, in which analysts make their forecasts
independently. We tackle this challenge by taking
advantage of a unique data set on user activities and by
running randomized experiments on Estimize.com.

Estimize.com is an open web-based platform foun-
ded in 2011 onwhich users canmake earnings forecasts.
The resulting consensus forecasts are available on both
the company’s website and Bloomberg terminals.
A diverse group of users make forecasts. Among the
2,516 users studied in our sample, one third are fi-
nancial analysts coming from buy-side, sell-side, or
independent research firms. The remaining users
include working professionals from different indus-
tries and students. Both academic and practitioner
studies have documented the value of the Estimize
consensus forecasts. For example, Jame et al. (2016)
document that the Estimize consensus forecasts
are incrementally useful in predicting earnings and
measuring the market’s expectations of earnings.
Adebambo and Bliss (2015) also find that Estimize
consensuses are more accurate than the traditional
Wall Street earnings consensus 58%–64% of the time.

Users on Estimize.com make their forecasts se-
quentially. Before making one’s own forecast, users
can view a default web page (the “release page”) that
provides information on past earnings, the current
Estimize consensus forecast, and forecasts from other
Estimize users. As a result, herding behavior likely
emerges among Estimize users. The unique feature of
our data is that we can observe the users’ entire web
activities on Estimize.com, which allows us to dif-
ferentiate user forecasts made with and without
viewing the release page. Forecasts made without a
release-page view are less likely to be influenced by
then-available Estimize forecasts.

For our main sample period from March 2012
throughMarch 2015, we examine 2,147 quarterly firm
earnings (releases) with at least 10 forecasts prior to
the announcement. These releases come from 730
distinct firms in various sectors. Building on the
empirical framework of Chen and Jiang (2006), we
find the release-viewing activity to have a significant
impact on the forecasts. First, release viewing is as-
sociated with less weighting on private information,
consistent with herding behavior. Second, although
release viewing improves the accuracy of an indi-
vidual forecast, it makes the consensus less accurate.
A forecast error decomposition exercise confirms that

the consensus becomes less accurate not because the
forecasts are individually less accurate, but because
the consensus incorporates less-diverse opinions.
Useful private information may be lost when a user
places weight on the prior forecasts. In particular,
errors in earlier forecasts aremore likely to persist and
to appear in the final consensus forecast, making
it less efficient. An interesting implication of this
finding is that overconfidence could counteract the
negative impact of herding. Overconfident users who
place more weight on their private information can
make the consensus forecast more accurate.
However, our empirical testsmay be affected by the

endogeneity associated with viewing choice. One
could argue that users may choose to view the release
page only when they have little private information.4

To address this endogeneity concern, we collaborate
with Estimize.com to run experiments during the
second and third quarters of 2015 to restrict the public
information set for randomly selected stocks and
users. Specifically, for randomly selected stock, we
randomly select users, hide information on their re-
lease page, and ask them to make a blind forecast.
Each blind forecast is then matched to a default
forecast issued at about the same time by a user who
could view the entire release page. Compared with
the blind forecast, the default forecast uses signifi-
cantly less private information and is more accurate
on average. Nevertheless, the consensus computed
from blind forecasts is significantly more accurate
than that computed using matched default forecasts.
Immediately after the blind forecast is made, the

release view is restored, and the user can choose to
update the forecast. We then compare the accuracy
of two consensus forecasts: (1) the blind consensus
computed using all blind forecasts and (2) the re-
vised consensus computed using all revised forecasts
made when the release view is re-enabled. For the
13 stocks randomly selected in the pilot experiment,
the blind consensus significantly outperforms the re-
vised consensus 10 times, and the revised consensus
outperforms the blind consensus only two times. They
tie in the remaining case. These findings are so com-
pelling that, in November 2015, Estimize.com decided
to switch to a blind platform, on which users make
forecasts without seeing the current consensus.5 Our
analysis of forecasts issued during the year after
November 2015 confirms that the Estimize consensus
indeed became more accurate following the switch.
Having confirmed that herding reduces the accu-

racy of the consensus, we then examine when herding
behavior is predictably stronger.We find that herding
behavior becomes more severe when the public in-
formation set includes the estimates of influential users.
We first define a novel measure of user influence on

the Estimize network using users’ viewing activities
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and the PageRank algorithm invented by Google to
rank web pages. We keep track of how many times
Estimize users view each other on the website. In-
tuitively, users with high PageRank measures are
viewed more by other users (either directly or indi-
rectly), so their forecasts have more influence on
subsequent forecasts. We also attempt to identify
influential users using three other criteria: the total
number of their forecasts, the total number of times
when their forecasts are viewed by other users, and
whether their forecasts lead subsequent forecasts.
Interestingly, we do not find influential users to pro-
vide more accurate forecasts. Hence, herding with
influential users does not automatically improve the
accuracy of subsequent forecasts.

We find very similar results whichever definition of
influential user we adopt. First, users are more likely
to underweight their private information when the
releases they view include the forecasts of influential
users. Second, when influential users issue forecasts
that are higher (lower) than the current consensus, the
final consensus moves up (down), consistent with
the notion that subsequent users are herding with the
influential users. Finally, this herding behavior pre-
dicts the accuracy of the final consensus forecasts. For
example, when the contemporaneous stock return is
negative and influential users nevertheless issue
forecasts that are higher than the current consensus,
the final consensus becomes less accurate. In this
case, influential users’ forecasts likely reflect positive
sentiments that are propagated among subsequent
users and drag the consensus in the wrong direction.
In other words, because of herding, predictable errors
made early by influential users are not offset by
subsequent forecasts and, thus, persist in the con-
sensus forecast.

Our paper contributes directly to work on herding,
including the understanding of various mechanisms
underlying herding behavior. Herding behavior
has been documented in various laboratory set-
tings [see Anderson and Holt (1997) and Kubler and
Weizsacker (2004) among others]. Empirically, herding
behavior has been found to be pervasive.6 Our finding
that blind forecasts produce a better consensus is
broadly consistent with the view in Goldstein and
Yang (2019) that too much public information dis-
closure may actually crowd out the use of private
information. In Goldstein and Yang (2019), the in-
formation crowding out occurs in a setting featuring
multiple sources of uncertainty, and in our setting, it
operates through the herding behavior made possible
by the release of public information (the current
consensus).7

Our paper also contributes to an emerging litera-
ture in finance and accounting that extracts useful
information from social media (Chen et al. 2014,

Adebambo and Bliss 2015, Jame et al. 2016, Pelster
et al. 2017, Bartov et al. 2018). Instead of passively
learning information from the online platforms, we
go one step further by actively changing their in-
formation structure to better harness the collective
intelligence. Although Cote and Sanders (1997) have
used field experiments to differentiate herding be-
haviors from correlated private signals, we push the
research agenda further. By measuring and ran-
domizing an individual’s information set in a large
crowd-based earnings forecast platform, we are able
to isolate the net impact of herding behavior on the
accuracy of consensus earnings forecasts with im-
portant financial market implications.
Our findings have broader implications regarding

group judgment.8 Our results confirm that indepen-
dent views are crucial for reaching an efficient out-
come in a group setting. This is relevant evidence on
the dangers of groupthink, on a corporate board, for
example. We focus on the simple arithmetic average
in computing the group consensus estimate and find
that this simple consensus can be significantly im-
proved in a blind-forecasting environment in which
herding is difficult. There are, of course, other ways to
average individual estimates and to motivate users to
voice independent opinions (see Glazer et al. 2017
for example). We leave these interesting mechanism
design questions to future research.

2. Data and Sample Description
2.1. Estimize.com
Estimize.com is an open web-based platform that
facilitates the aggregation of financial estimates from
a diverse community of individuals. Because the firm
was founded in 2011, increasing numbers of con-
tributors have joined the platform, and the coverage
of firms has also significantly expanded. As of De-
cember 2015, more than 10,000 regular users con-
tributed on the platform, resulting in coverage of
more than 1,500 stocks each quarter.
Unlike the Institutional Brokers’ Estimate System

(IBES), Estimize solicits contributions from a wide
range of individuals, including both professionals,
such as sell-side, buy-side, or independent analysts,
and nonprofessionals, such as students, private in-
vestors, and industry experts. Because of the contri-
butions of these individuals, who have diverse
backgrounds and viewpoints, Estimize consensus is
more accurate than the Wall Street consensus and
provides incremental information for forecasting
earnings and for measuring the market expectation
of earnings as documented by Jame et al. (2016) and
Adebambo and Bliss (2015).
There are several reasons why Estimize consen-

sus can be more accurate than the Wall Street con-
sensus in IBES. First, Wall Street forecasts are often
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subject to predictable biases whether driven by
investment-banking relations (Lin and McNichols
1998, Michaely and Womack 1999) or by career con-
cerns (Hong and Kubik 2003). Estimize users do not
suffer from these biases. Nevertheless, the fact that
the market still reacts to the earnings surprise com-
puted using the Estimize consensus after control-
ling for the earnings surprise based on Wall Street
consensus suggests that the Estimize consensus goes
beyond simply debiasing the Wall Street consensus.
Indeed, combining Estimize forecasts with the Wall
Street consensus yields improvement in predicting
earnings, which suggests that Estimize provides
incremental value. For example, Estimize users may
be the firm’s employees or consumers, and they could
have private information about the earnings of the
firm that is not available to the Wall Street analysts.

Estimize users have several incentives to provide
information and contribute to Estimize. First, many
users (e.g., independent analysts and students) can
create a verifiable track record of their accuracy and
their ability to predict fundamental metrics.

Second, Estimize assigns points to its contribu-
tors’ forecasts. Points winners are recognized on the
website, featured in podcasts, and awarded prizes,
such as an Apple watch. Recently, Estimize organized
all-America student analyst competitions; winners
received awards at Institutional Investor’s annual
awards dinner. The point system rewards forecasts
that are more accurate than the Wall Street consensus
and penalizes forecasts that are less accurate than the
Wall Street consensus. The system also motivates
aggressive estimation by awarding points on an ex-
ponential scale to elicit more private information.9

The point system also penalizes bold forecasts expo-
nentially if they turn out to be incorrect, so deviat-
ing from the crowd systematically without private
information should not be the optimal strategy in
most cases.

Consistent with the incentive structure underlying
the point system, our empirical analysis confirms that
Estimize contributors, on average, overweight their
private signals relative to a Bayesian benchmark even
though they still put positive weights on the current
consensus. Importantly, because the exact formula for
computing points is never made public, it is not easy
for users to game the scoring system or to compute the
exact optimal forecasting strategy.

Third, a goodwill factor may motivate some user
participation, especially during the site’s early days,
just for the sake of its success—the more contribu-
tions, the more valuable the data set is to everyone.

2.2. Data Set
We collected three sets of data fromEstimize. The first
data set includes information on the forecasts created

by users in the Estimize community. The sample
period is March 2012 through March 2015. The
forecasted earnings per share (EPS) value and the time
of the forecast are both provided.
The second data set includes background infor-

mation on users in the Estimize community. Estimize
uses a brief personal profile voluntarily provided by
the users themselves to classify users into several
career-biographical categories, such as buy-side and
sell-side professionals, industry experts, or students.10

The third data set records users’ entire activities on
Estimize.com, including the pages they view and the
actions they take (e.g., creating forecasts); the data
include the time stamps of all activities. The detailed
web activities are made available through Mixpanel,
an advanced analytics platform for mobile and web.
We focus mainly on howmany times a user views the
release page of a specific firm that the user covers.
Figure 1 gives an example of a typical release page.

Thefigure presents a screenshot of the release page for
the 2015 Q2 earnings of Facebook, Inc. The release
page shows two charts. The chart on the left presents
the actual EPS of the past eight quarters, the range and
consensus of Wall Street forecasts, and the range and
consensus of Estimize forecasts for the current quarter
and the past eight quarters. The chart on the right
provides information on all individual forecasts
created for the current quarter. The count of views on
the release page could proxy for whether the user’s
information set includes information from other users
on the platform. Users can click any individual listed
in the right chart to access an estimate page that
presents all forecasts created by that individual. We
use the number of views of a user’s estimates page to
construct a measure of influence.

2.3. Sample Construction
We match the information on forecasts and the in-
formation on web activities to form a comprehensive
data set with forecast-level observations, covering the
period from March 2012 through March 2015. For
each forecast created,we trackwhether the user views
the related release page for longer than five seconds.11

The initial sample includes 91,411 forecasts with
14,209 releases. We eliminate forecasts if the users
cannot be successfully linked with an identifier in the
activity data set. We also exclude forecasts that Estimize
flags manually or algorithmically as unreliable.12 Fi-
nally, to ensure a reasonably sized crowd for each
release, we consider in our analysis only releases with
at least 10 forecasts. The consensus forecast is always
computed using the most recent forecast from a user.

2.4. Descriptive Statistics
Our final sample consists of 38,115 forecasts with
2,147 releases. Figure 2 presents the coverage of our
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sample over time. We can see the trend of increasing
numbers of contributors and expanding coverage of
firms, which is similar to the trend in the full sample.
Table 1 provides descriptive statistics for the final
sample. Panel A presents descriptive statistics for the
release level. On average, about 16 users contribute 20
forecasts to a single release. The average release has

around 19 views of the release page although the
median count of release views is lower (12 views). It is
worth noting that there is a wide range in the num-
ber of release views. Users may be very indepen-
dent when making forecasts for some releases (e.g.,
only one release view) but check the release pages
frequently for other releases (e.g., more than 114

Figure 1. (Color online) Example of Release Page

Notes. The figure presents a screenshot of the release page for Facebook, Inc. (FB) for the second fiscal quarter of 2015. The chart on the left plots
the historical data of actual EPS, the range and consensus of Wall Street forecasts, and the range and consensus of Estimize forecasts. It also
includes the current Wall Street and Estimize consensus. The chart on the right lists all Estimize estimates of Facebook’s EPS underlying the
current Estimize consensus.

Figure 2. (Color online) Coverage of Estimize Sample over Time

Notes. The figure plots the number of users, releases, and estimates in each quarter covered by our sample. Ourmain sample covers releaseswith
at least 10 estimates fromMarch 2012 throughMarch 2015. The left axis represents the number of users and releases, and the right axis represents
the number of estimates.
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release views). The wide range of release-viewing
activities provides considerable variation across
releases.

The average consensus on Estimize is slightly
pessimistic with an average consensus error of −0.02.
The average absolute value of the consensus error is

Table 1. Descriptive Statistics for the Estimize Sample

Mean Standard deviation p1 p25 p50 p75 p99

Panel A: Release-level Estimize forecast characteristics (number of observations = 2,147)

Number of forecasts 20.03 15.01 10.00 12.00 15.00 23.00 74.00
Number of distinct users 16.08 11.92 4.00 10.00 13.00 19.00 59.00
Number of release views 18.97 32.85 1.00 7.00 12.00 21.00 114.00
Consensus error (= consensus − actual) −0.02 0.19 −0.51 −0.05 −0.01 0.02 0.31
Abs (consensus error) 0.08 0.18 0.00 0.01 0.03 0.08 0.63
Estimize abserr − WS abserr −0.01 0.10 −0.17 −0.02 −0.01 0.01 0.14
Percentage of release view 35.60 17.20 0.00 23.08 35.29 46.94 76.47

Panel B: Release-level financial characteristics (number of observations = 1,953)

Size (in millions) 24,512.35 46,548.06 430.66 2,896.06 7,635.54 21,862.95 241,171.05
B/M 0.40 0.40 0.03 0.18 0.31 0.49 2.08
Size group (= 1: bottom 20%; = 5, top 20%) 3.91 1.16 1.00 3.00 4.00 5.00 5.00
B/M group (= 1: bottom 20%; = 5: top 20%) 2.04 1.26 1.00 1.00 2.00 3.00 5.00

Panel C: User-level characteristics (number of observations = 2,516)

Number of tickers covered 10.22 35.68 1.00 1.00 2.00 5.00 181.00
Number of forecasts submitted 17.10 78.43 1.00 1.00 2.00 6.50 320.00

Panel D: Distribution of stocks by sector

Sector Frequency Percentage

Consumer discretionary 146 20.00
Consumer staples 47 6.44
Energy 40 5.48
Financials 40 5.48
Health care 76 10.41
Industrials 95 13.01
Information technology 224 30.68
Materials 41 5.62
Telecommunication services 7 0.96
Utilities 14 1.92
Total 730 100.00

Panel E: Distribution of users by profession

Frequency Percentage

Financial professionals
Buy-side 281 11.41
Sell-side 158 6.42
Independent 381 15.48

Nonprofessionals
Information technology 519 21.08
Student 493 20.02
Financials 142 5.77
Consumer discretionary 110 4.47
Health care 94 3.82
Other 284 11.54

Total 2,462 100.00

Notes. The table presents descriptive statistics for the forecasts made on Estimize fromMarch 2012 throughMarch 2015. The sample covers 2,147
releases with at least 10 estimates. Panel A reports release-level forecast characteristics. Panel B reports release-level financial characteristics. The
sample covers 1,953 releases with at least 10 estimates andmatched financial data from Compustat. The size group and B/M group are obtained
bymatching each releasewith one of 25 size and B/Mportfolios at the end of June based onmarket capitalization at the end of June and B/M, the
book equity of the last fiscal year end in the prior calendar year divided by themarket value of the equity at the end of December of the prior year.
Panel C reports user-level characteristics. Panel D reports the sector distribution of the 730 distinct stocks in our sample. Panel E reports the
distribution of users in our sample by profession.
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0.08, which is one centmore accurate than the average
Wall Street consensus. When we examine a typical
release in our sample, on average, 35.6% of all fore-
casts in that release are issued after viewing the re-
lease page. Across different releases, there is a lot of
variation in the average release-viewing activity,
which allows us to examine the impact of release-page
viewing on forecast accuracy.

We also obtain financial characteristics data from
Compustat. Panel B presents the size and book-to-
market (B/M) statistics for release-level observations.13

To compare the financial characteristics with NYSE
stocks, we also report statistics on the size and B/M
NYSE quintile group for firms in our sample.14 The
average firm size is $24.5 billion, and the median firm
size is considerably smaller: about $7.6 billion. The
average B/M ratio is 0.40, and the median B/M is
0.31. Our sample covers significantly largerfirms than
NYSE stocks with a strong growth tilt. These firms
cover a wide range of sectors (panel D), such as infor-
mation technology, consumer discretionary, industrials,
healthcare, and consumer staples. Information technol-
ogy and consumer discretionary are the two major
sectors and account for more than 50% of our sample.

The forecasts covered in our sample are contributed
by 2,516 users (panel C). The average user covers 10
firms and contributes 17 forecasts, and the distribu-
tion is strongly skewed to the right; there are many
users contributing a moderate number of forecasts,
and a few users frequently contribute on the plat-
form. Estimize obtains contributions from individ-
uals with remarkably diverse backgrounds. As panel
E shows, 33.31% of the contributors studied in our
sample are financial professionals, including sell-side
(6.42%), buy-side (11.41%), and independent ana-
lysts (15.48%). The rest of the contributors are not
professional analysts. Two major groups of non-
professionals are in information technology (21.08%)
or are students (20.02%).

3. Herding and Forecast Accuracy
In this section, we examine the impact of herding on
the behavior and accuracy of individual and con-
sensus earnings forecasts.

In our empirical analysis, we focus on the raw and
unscaled earnings forecasts. Cheong and Thomas
(2011) document that analysts’ earnings forecast er-
rors and dispersions do not actually vary with scale
in the cross-section. Shue and Townsend (2018) also
document that investors react to raw earnings sur-
prise instead of scaled surprise. We find similar
scale-invariance with the Estimize earnings fore-
casts. Robustness checks confirm that the results
are qualitatively similar whenwe scale the earnings
forecasts by the (split-adjusted) stock price at the end
of the previous quarter. To save space, except for the

main forecast accuracy analysis, these results are not
reported.
We control for various fixed effects in our regressions.

In our forecast-level regressions, release fixed effects
subsume the need to control for stock characteristics and
seasonality. Professional and individual fixed effects
subsume the need to control for user characteristics. In
our release-level regressions, we incorporate sector and
quarter fixed effects.
Standard errors in ourmain regressions are double-

clustered by sector and quarter. They are clustered by
stock in regressions using our experimental data. In
both cases, however, herding-induced correlations
among different forecasts in the same release are
accounted for because a release is nested in either the
sector or the stock cluster. We confirm that the
clustered standard errors are more conservative than
those estimated from a random effect model, which
represents an alternative way to deal with forecast
error autocorrelation.

3.1. Release View and Weighting of Information
We first examine how release viewing affects the
relative weighting between private and public in-
formation when a user makes a forecast. We follow
the empirical framework of Chen and Jiang (2006).
Let z denote the true earnings and c denote the

current market consensus about z. The user has a
private signal y about z. Assume

c � z + εc,

y � z + εy,

where εc and εy are independent and normally dis-
tributed with zero means and precision of pc and py,
respectively. The user’s best forecast according to
Bayes’ rule is

E[z|y, c] � hy + (1 − h)c,
h � py

pc + py
.

The user may not apply the most efficient weight h in
reality. Instead, the actual forecast f could be f �
ky + (1 − k)c. Chen and Jiang (2006) show that when
regressing forecast error (FE � f − z) on a forecast’s
deviation from the consensus (Dev � f − c), the slope
coefficient converges to 1 − h

k. In other words, in the
regression of

FE � α + β0 ·Dev + ε,

β0 measures the actual weighting of private and
public information compared with the optimal
weighting. For example, a positive β0 implies over-
weighting of private information (k> h).
Table 2 reports the regression results at the forecast

level. In addition to Dev, we also include a release
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view dummy and its interaction with Dev as in-
dependent variables in the regressions. We find a
significantly positive β0, suggesting that Estimize
users, on average, overweight their private signals.15

Most important, we find a significant negative co-
efficient on the interaction term between Dev and the
release-view dummy. For example, the coefficients
reported in column (1) suggest that release viewing
reduces the excessive weight on private information
by 0.274 (from 0.424 to 0.150). In otherwords, viewing
of the current consensus, not surprisingly, is associ-
ated with placing more weight on the consensus and
less weight on the private signal, consistent with
herding behavior. To rule out the possibility that our
results are driven by a particular release or by a
particular user type, we include firm-quarter (or re-
lease), profession, and individual fixed effects in
columns (2) through (5). The results are very similar.

3.2. Release View and Forecast Accuracy
How does the viewing of public information affect
the forecast accuracy? We first examine this question
at the individual forecast level by regressing the
absolute forecast error on the release-view dummy.
We include release fixed effects. Effectively, we are
comparing forecasts for the same release with and
without release views. In addition, we include a close-
to-announcement dummyvariable that is equal to one
if the forecast was issued during the last three days
before the earnings announcement. This dummy
variable controls for the fact that forecasts closer to the
announcement should be more accurate.

In panel A of Table 3, we find a significant negative
coefficient in column (1). Release viewing reduces the

forecast error by more than 0.73 cents. In column (2),
we further include user-profession fixed effects and
again the result does not change much. In column (3),
we replace user-profession fixed effects with indi-
vidual fixed effects. We still find that viewing the
release page reduces individual forecast error.
To further control for stock characteristics that may

drive both the release-view activity and the forecast
error, we adjust the Estimize absolute forecast error
by that of the Wall Street analysts in columns (4)–(6).
Results remain the same. Finally, columns (7)–(9)
report similar results when we scale the forecast er-
rors by the stock price at the end of the previous
quarter. Overall, it is clear that viewing public in-
formation, including the current Estimize consensus,
improves the accuracy of each individual forecast.
But what about the accuracy of the consensus

forecast or the wisdom of the crowd?We examine this
question at the release level in panel B. For each re-
lease, we measure the frequency of release viewing as
the logarithm of one plus the ratio of the number of
forecasts made by users who viewed the release for
longer than five seconds to the number of total forecasts
(LnNumView). In other words, if most users viewed the
release page before making their forecasts for that re-
lease, LnNumView for that release will be higher.
Interestingly, when we regress absolute consensus

forecast error on LnNumView, we find a significant
positive coefficient on LnNumView, suggesting that
the viewing of public information actually makes
the consensus forecast less accurate. Compared with
a release in which all forecasts are made without
viewing the release page (LnNumView = 0), a release
in which all forecasts are made after viewing the release

Table 2. Release Views and Weighting of Information

Forecast error (= forecast – actual)

Dependent variable (1) (2) (3) (4) (5)

Dev 0.424*** 0.425*** 0.489*** 0.489*** 0.470***
(= Forecast − pre consensus) (0.087) (0.087) (0.077) (0.077) (0.057)
Dev × view dummy −0.274*** −0.274*** −0.250** −0.250** −0.218***

(0.090) (0.090) (0.110) (0.110) (0.062)
View dummy 0.00177 −0.00129 0.00102 0.00160 0.000262

(0.002) (0.005) (0.001) (0.001) (0.001)
Release effect No No Yes Yes Yes
Profession effect No Yes No Yes No
Individual effect No No No No Yes
Observations 30,429 30,429 30,429 30,429 30,429
R2 0.034 0.035 0.917 0.918 0.934

Notes. The table presents the results of forecast-level weighting regressions. The dependent variable is
forecast error, which is defined as the difference between a user’s forecasted EPS and the actual EPS. The
main independent variables include (1) Dev: the forecast’s distance from the consensus prior to the
submitted forecast, (2) View dummy: a dummy variable for viewing the release page for longer than five
seconds at least once, (3) the interaction term between Dev and View dummy. Standard errors are in
parentheses and double-clustered by sector and quarter.

***, **, * = significant at the 1%, 5%, and 10% levels.

Da and Huang: Harnessing the Wisdom of Crowds
8 Management Science, Articles in Advance, pp. 1–21, © 2019 INFORMS



T
ab

le
3.

R
el
ea
se

V
ie
w
s
an

d
Fo

re
ca
st

A
cc
ur
ac
y

Pa
ne

l
A
:F

or
ec
as
t-
le
ve

l
an

al
ys
is

A
bs
(F
E
=
fo
re
ca
st

−
ac
tu
al
)

A
bs
(F
E)

re
la
tiv

e
to

W
S

A
bs
(F
E
=
(F
or
ec
as
t
−
A
ct
ua

l)/
Pr
ic
e)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

V
ie
w

du
m
m
y

−
0.
00

73
7*
**

−
0.
00
73

1*
**

−
0.
00
26

7*
**

−
0.
00
58

6*
**

−
0.
00

58
2*
**

−
0.
00
18

6*
*

−
0.
01
46

**
*

−
0.
01

45
**
*

−
0.
00
28

5*
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
02

)
(0
.0
02

)
(0
.0
01

)
C
TA

du
m
m
y

−
0.
01

19
**
*

−
0.
01
16

**
*

−
0.
00
67

8*
**

−
0.
01
11

**
*

−
0.
01

08
**
*

−
0.
00
63

1*
**

−
0.
02
59

**
*

−
0.
02

52
**
*

−
0.
01
33

**
*

(0
.0
02

)
(0
.0
02

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
01

)
(0
.0
03

)
(0
.0
03

)
(0
.0
00

)
R
el
ea
se

ef
fe
ct

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Pr
of
es
si
on

ef
fe
ct

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

In
di
vi
du

al
ef
fe
ct

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

O
bs
er
va
tio

ns
37

,6
74

37
,6
74

37
,6
74

37
,6
74

37
,6
74

37
,6
74

33
,6
22

33
,6
22

33
,6
22

R
2

0.
82

4
0.
82
4

0.
83
5

0.
49
4

0.
49

5
0.
52
9

0.
81
9

0.
82

0
0.
83
2

Pa
ne

l
B:

R
el
ea
se
-le

ve
l
an

al
ys
is

A
bs
(F
E
=
co
ns
en

su
s
fo
re
ca
st

−
ac
tu
al
)

A
bs
(F
E)

re
la
tiv

e
to

W
S

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

A
bs
(F
E
=
(F
or
ec
as
t
−
A
ct
ua

l)/
Pr
ic
e)

Ln
N
um

V
ie
w

0.
04

50
**
*

0.
04
01

**
*

0.
05
51

**
*

0.
01
06

**
*

0.
01

11
**
*

0.
01
16

**
*

0.
18
8*
**

0.
15

4*
**

0.
18
3*
**

(0
.0
08

)
(0
.0
06

)
(0
.0
10

)
(0
.0
03

)
(0
.0
03

)
(0
.0
03

)
(0
.0
50

)
(0
.0
46

)
(0
.0
46

)
St
d
de

v
(F
E)

0.
05
17

**
0.
05
08

**
−
0.
00

56
4*
**

−
0.
00
58

6*
**

0.
64

6*
**

0.
62
4*
**

/A
bs

(M
ed

ia
n(
FE

))
(0
.0
22

)
(0
.0
20

)
(0
.0
01

)
(0
.0
02

)
(0
.1
36

)
(0
.1
32

)
Se
ct
or

ef
fe
ct

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

Q
ua

rt
er

ef
fe
ct

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

O
bs
er
va
tio

ns
2,
12

2
2,
12
2

2,
12
2

2,
12

2
2,
12
2

2,
12
2

1,
92

9
1,
92
9

1,
92
9

R
2

0.
01

1
0.
02
5

0.
11
0

0.
00
6

0.
00

7
0.
03
0

0.
01
2

0.
13

3
0.
15
9

Pa
ne

l
C
:W

ith
in
-r
el
ea
se

ho
rs
e
ra
ce

C
on

se
ns
us

av
gF

E
D
iv
er
si
ty

Fo
re
ca
st
s
w
ith

re
le
as
e
vi
ew

s
w
in
,%

40
.7
6

53
.6
9

40
.7
1

Fo
re
ca
st
s
w
ith

ou
t
re
le
as
e
vi
ew

s
w
in
,%

59
.2
4

46
.3
1

59
.2
9

Bi
no

m
ia
l
te
st

p-
va

lu
e

<
0.
00

01
0.
00
04

<
0.
00
01

N
ot
es
.
Pa

ne
lA

pr
es
en

ts
th
e
re
su

lts
of

fo
re
ca
st
-le

ve
lr
eg

re
ss
io
ns
.T

he
de

pe
nd

en
tv

ar
ia
bl
e
is
th
e
ab

so
lu
te
va
lu
e
of

ra
w

fo
re
ca
st
er
ro
r(
co
lu
m
ns

(1
)–
(3
))
,t
he

ab
so
lu
te
fo
re
ca
st
er
ro
rr
el
at
iv
e
to

th
at

of
th
e

W
al
lS

tr
ee
tc

on
se
ns
us

(c
ol
um

ns
(4
)–
(6
))
,o

r
th
e
ab

so
lu
te

fo
re
ca
st

er
ro
r
sc
al
ed

by
th
e
(s
pl
it-
ad

ju
st
ed

)s
to
ck

pr
ic
e
at

th
e
en

d
of

pr
ev

io
us

qu
ar
te
r
(c
ol
um

ns
(7
)–
(9
))
.F

or
ec
as
te

rr
or

is
de

fi
ne

d
as

th
e

di
ff
er
en

ce
be

tw
ee
n
a
us

er
’s
fo
re
ca
st
ed

EP
S
an

d
th
e
ac
tu
al
EP

S.
Th

e
m
ai
n
in
de

pe
nd

en
tv

ar
ia
bl
e
is
V
ie
w
du

m
m
y,
a
du

m
m
y
va
ri
ab

le
th
at

is
eq

ua
lt
o
on

e
w
he

n
th
e
us

er
vi
ew

st
he

re
le
as
e
pa

ge
fo
rl
on

ge
r

th
an

fi
ve

se
co
nd

s
at

le
as
to

nc
e.
Th

e
co
nt
ro
lv
ar
ia
bl
es

in
cl
ud

e
a
cl
os
e-
to
-a
nn

ou
nc

em
en

t(
C
TA

)d
um

m
y
th
at

is
eq

ua
lt
o
on

e
if
th
e
fo
re
ca
st
w
as

is
su

ed
in

th
e
la
st
th
re
e
da

ys
be

fo
re

th
e
an

no
un

ce
m
en

t
an

d
va

ri
ou

s
fi
xe
d
ef
fe
ct
s.
Pa

ne
lB

pr
es
en

ts
th
e
re
su

lts
of

re
le
as
e-
le
ve

lr
eg

re
ss
io
ns
.T

he
de

pe
nd

en
tv

ar
ia
bl
e
is
th
e
ab

so
lu
te

va
lu
e
of

co
ns
en

su
s
er
ro
r
(c
ol
um

ns
(1
)–
(3
))
,t
he

ab
so
lu
te

co
ns
en

su
s
er
ro
r

re
la
tiv

e
to

th
at

of
th
e
W
al
lS

tr
ee
t
fo
re
ca
st
s
(c
ol
um

ns
(4
)–
(6
))
,o

r
th
e
ab

so
lu
te

fo
re
ca
st

er
ro
r
sc
al
ed

by
th
e
(s
pl
it-
ad

ju
st
ed

)
st
oc
k
pr
ic
e
at

th
e
en

d
of

pr
ev

io
us

qu
ar
te
r
(c
ol
um

ns
(7
)–
(9
))
.T

he
m
ai
n

in
de

pe
nd

en
tv

ar
ia
bl
e
is
th
e
lo
ga

ri
th
m

of
on

e
pl
us

th
e
ra
tio

of
th
e
nu

m
be

ro
ff
or
ec
as
ts
m
ad

e
fo
llo

w
in
g
re
le
as
e
vi
ew

s
lo
ng

er
th
an

fi
ve

se
co
nd

s
to

th
e
nu

m
be

ro
ft
ot
al
fo
re
ca
st
s.
Th

e
co
nt
ro
lv
ar
ia
bl
es

in
cl
ud

e
th
e
st
an

da
rd

de
vi
at
io
n
of

fo
re
ca
st

er
ro
r
no

rm
al
iz
ed

by
th
e
ab

so
lu
te

va
lu
e
of

m
ed

ia
n
fo
re
ca
st

er
ro
r
an

d
se
ct
or

an
d
qu

ar
te
r
fi
xe
d
ef
fe
ct
s.
St
an

da
rd

er
ro
rs

ar
e
in

pa
re
nt
he

se
s
an

d
do

ub
le
-

cl
us

te
re
d
by

se
ct
or

an
d
qu

ar
te
r.
Pa

ne
lC

pr
es
en

ts
co
m
pa

ri
so
ns

be
tw

ee
n
fo
re
ca
st
s
w
ith

re
le
as
e
vi
ew

s
an

d
fo
re
ca
st
s
w
ith

ou
tr
el
ea
se

vi
ew

s
w
ith

in
ea
ch

re
le
as
e
fo
r
th
re
e
m
ea
su

re
s:
(1
)t
he

co
ns
en

su
s

ac
cu

ra
cy
,(
2)

th
e
av

er
ag

e
(s
qu

ar
ed

)
er
ro
rs

of
in
di
vi
du

al
fo
re
ca
st
s,

an
d
(3
)
th
e
di
ve

rs
ity

am
on

g
in
di
vi
du

al
fo
re
ca
st
s.

**
*,
**
,*

=
si
gn

ifi
ca
nt

at
th
e
1%

,5
%
,a

nd
10

%
le
ve

ls
.

Da and Huang: Harnessing the Wisdom of Crowds
Management Science, Articles in Advance, pp. 1–21, © 2019 INFORMS 9



page (LnNumView = ln(2) = 0.69) is 3.82 (� 0.0551 ×
0.69 using the coefficient reported in column (3)) cents
less accurate. This represents a significant reduction
in accuracy as the median forecast error is only three
cents in our sample (see Table 1, panel A).

In columns (2) and (3), we control for the forecast
dispersion, so the result is not driven by a fewhard-to-
forecast stocks with lots of release views. We also
evaluate the Estimize consensus error relative to that
of the Wall Street consensus in columns (4)–(6) as
another way to control for stock characteristics that
may drive both the release-view activity and the
consensus forecast error. We find qualitatively sim-
ilar results. Scaling the forecast errors by the stock
price at the end of the previous quarter in columns
(7)–(9) does not change the conclusion either.

Anotherway of seeing this result is through a simple
horse race, which we conduct in panel C. In each re-
lease, we separate all forecasts into two groups. The
view group represents all forecastsmade after viewing
the release page. The no-view group represents the
remaining forecasts, those made without first viewing
the release page. We then compute two consensus
forecasts using the forecasts from the two groups and
compare which consensus is more accurate. In the
2,127 releases we studied, the no-view consensus wins
59.24% of the time, which is significantly more than
50%. Again, the viewing of public information makes
the consensus forecast less accurate.

How can viewing a release page improve the ac-
curacy of individual forecasts but, at the same time,
make the consensus less accurate? The answer can be
illustrated by decomposing the squared error in the
consensus forecast into two parts:

(c − z)2 � 1
n

∑n

i�1
( fi − z)2 − 1

n

∑n

i�1
( fi − c)2

� avgFE − diversity,

where thefirst partmeasures average (squared) errors of
individual forecasts and the second part measures the
diversity among these individual forecasts.

According to panel C, if we focus on avgFE, fore-
casts with release views (i.e., with lower avgFE) win
53.69% of the time. In other words, these forecasts
are individually more accurate, on average, consistent
with the results in panel A. When we focus on diversity,
however, forecasts with release views (i.e., with
higher diversity) win only 40.71% of the time, which
suggests these forecasts are less diverse on average.
The reduced diversity more than offsets the higher
accuracy in individual forecasts, making the con-
sensus with views less accurate.

Herding prevents useful private information from
entering the final consensus and makes forecasts less
diverse. In the most extreme case, if all subsequent

users completely herd on the first user, then the pri-
vate information of the subsequent users is entirely
absent, so the crowd consensus is no more accurate
than the first forecast in that sequence. An interest-
ing implication of this result is that overconfidence
could counteract the negative impact of herding. Over-
confident users who place more weight on their private
information can make the consensus forecast !more ac-
curate. The fact that Estimize users are overconfident, on
average, could be one reason that their consensus is more
accurate than the Wall Street consensus.
When herding happens, errors in earlier forecasts

are more likely to persist and show up in the final
consensus forecast. Table 4 examines one such per-
sistent error at the release level. The dependent var-
iable is a dummy variable that is equal to one if earlier
and close-to-announcement estimates are biased in
the same direction. The close-to-announcement win-
dow is defined as extending from five days before the
announcement date through the announcement date
([−5, 0]). The early window is defined as any of the
days prior to day −5. The consensus within the win-
dow is upwardly (downwardly) biased if the differ-
ence between the consensus and the actual EPS is
above the Hth percentile (below the Lth percentile).
The main independent variable is again LnNumView
but measured using only forecasts in the close-to-
announcement window. The control variables include
the samemeasure of forecast uncertainty and sector and
quarter fixed effects.
The results confirm a strong link between the per-

sistence of error and release views.Whenmore forecasts
aremade after viewing the release page, the initial error
is more likely to persist and to show up in the final
consensus, making it a less efficient forecast.

4. Blind Experiments
Our empirical tests so far are affected by the endo-
geneity associatedwith the choice of whether to view.
One could argue that users may choose to view the
release page only when they have little private in-
formation. To address the endogeneity concerning
the information acquisition choice, we collaborate
with Estimize.com to run randomized experiments
during the second and third quarters of 2015. Note
that the experiments take place after the sample pe-
riod of our main analysis.
The stocks in our experiments are randomly se-

lected to come from a wide range of industries. When
users first arrive at the release page of a selected stock
during the experiment period, some of them are
randomly selected as “blind” users, and they see only
a blind version of the release page for this stock.
Figure 3 gives one such example. The figure pres-

ents a screenshot of the blind release page for Lulu-
lemon Athletica, Inc., for the fourth quarter of 2015.

Da and Huang: Harnessing the Wisdom of Crowds
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The chart on the left plots the historical data of the
actual EPS, the range and consensus of Wall Street
forecasts, and the range and consensus of Estimize
forecasts. Note that no information on the consensus
is provided for the fourth quarter. The chart on the
right shows that all Estimize EPS estimates for
Lululemon Athletica, Inc., including the current
Estimize consensus, are hidden.

Importantly, the current Wall Street consensus is
still available on the blind release page. Even if the

selected blind users have no private information
about the earnings, they can always use the current
Wall Street consensus as their default forecast and
revise it later when the release page is restored. In
addition, making the current Wall Street consensus
always available also limits the downside associated
with the blind forecasting environment by eliminat-
ing completely uninformed forecasts.
After viewing the blind release page, a blind user

may choose to issue a forecast, which we label as the

Table 4. Release Views and Lead-Lag Biases

Consistent bias indicator

Dependent variable (1) (2) (3)

Bias is defined as (average forecasts − actual)
above Hth percentile or below Lth percentile

H � 60,L � 40 H � 70, L � 30 H � 80, L � 20

LnNumView 0.221* 0.292*** 0.466***
(0.120) (0.112) (0.115)

Sector effect Yes Yes Yes
Quarter effect Yes Yes Yes
Observations 1,770 1,770 1,770
Pseudo R2 0.0317 0.0359 0.0614

Notes. The table presents the results of forecast-level regressions. The dependent variable is a dummy
variable that is equal to one if earlier and close-to-announcement estimates are biased in the same
direction. The close-to-announcement window is defined as extending from five days before the an-
nouncement date through the announcement date ([−5, 0]). The early window is defined as days prior to
day −5. The consensus within the window is upwardly (downwardly) biased if the difference between
the consensus and the actual EPS is above the Hth percentile (below the Lth percentile). The main
independent variable is the logarithm of one plus the ratio of the number of forecasts made following
release views longer than five seconds to the number of total forecasts within the close-to-announcement
window. The control variables include the standard deviation of forecast error normalized by the
absolute value of median forecast error and sector and quarter fixed effects. Standard errors are in
parentheses and double-clustered by sector and quarter.

***, **, * = significant at the 1%, 5%, and 10% levels.

Figure 3. (Color online) Example of Blind View

Notes. The figure presents a screenshot of a blind release page for LululemonAthletica. Inc. (LULU) for the fourth fiscal quarter of 2015. The chart
on the left plots the historical data of actual EPS, the range and consensus of Wall Street forecasts, and the range and consensus of Estimize
forecasts. Note no information on the Estimize consensus is provided for the fourth quarter. The chart on the right shows that all individual
Estimize estimates of Lululemon Athletica’s EPS are also hidden.
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blind forecast ( fb). Immediately after the blind fore-
cast is issued, the release page is re-enabled so that
the blind users can view the Estimize forecasts and
consensus and they can immediately revise the blind
forecast if desired. In other words, each blind user can
issue at most one blind forecast for that release in our
experiment.

Each blind forecast is matched with the closest
forecast in the sequence made by a different user
(default user) who could view the release page. The
matched estimate is labeled the default forecast. That
pair is eliminated if the time difference between the
blind estimate and the default estimate exceeds 24
hours.16 The final sample includes releases with at
least 15 matched pairs. There are 103 releases in the
final sample, 13 from the first-round pilot experiment
and 90 from the second-round experiment.

Although blind users are randomly selected to view
the blind release page, not all blind users will issue
blind forecasts. Put differently, the decision to par-
ticipate by issuing a blind forecast after viewing the
blind pagemay not be random. For example, onemay
worry that blind users are more reluctant to issue
forecasts, andmaybe only the skilled blind users choose
to issue blind forecasts. This endogenous choice may
drive the accuracy of the blind consensus. Empirically,
we observed the opposite. Conditioning on arriving
at the release page, blind users are more likely to issue
forecasts than default users.

To ensure no systematic bias is introduced, in panel
A of Table 5, we first confirm that blind users who
actually issued blind forecasts (the blind forecasters)
are similar to the matched default users who issued
default forecasts (the default forecasters). Blind and
default forecasters are equally likely to be professional
analysts (27.2% versus 27.1%) and to be highly viewed
by other users. They have covered similar numbers of
stocks (55 versus 53) and have participated in similar
numbers of releases (102 versus 94) on average. Their
past forecast accuracy is also similar.

4.1. Blind vs. Default
Panel B of Table 5 repeats the analysis in panel A of
Table 3 for the experimental sample. We again find
the blind forecast to be individually less accurate than
thematching default forecast. Blind users do not seem
tomake forecasts onlywhen they have precise private
signals.

We also examine the dispersion in the blind fore-
casts versus that in the default forecasts. We find that,
on average, the standard deviation of the default
forecasts is 11.09% lower than that of the blind
forecasts (t-value = 1.95). In other words, the ability to
view the current Estimize consensus and other in-
dividual users’ forecasts reduces the forecast dis-
persion. This finding is more consistent with herding

behavior than with antiherding, in which a winner-
takes-all payoff scheme induces the user to deviate
from the crowd strategically.Nevertheless, for a small
set of releases with fewer than 15 contributing users,
the default forecasts can have wider dispersions, sug-
gesting that strategicbehavior canbe relevantwhen there
are fewer players. Eliminating such strategic behavior
offers another channel for blind forecasts to improve the
accuracy of the consensus forecast.
We then compare the blind forecasts to their matching

default forecasts in termsof informationweighting.As in
panel A of Table 2, we regress forecast errors (FE) on
Dev and its interaction with the default forecast
dummy (Default)with releasefixed effects. The results
are reported in panel C of Table 5. The regression in
column (1) does not include profession fixed effects.
First, the large, positive, and significant coefficient

on Dev (0.670) confirms that blind forecasts are
made almost exclusively with private information.
The coefficient is higher than the corresponding
number (0.489) in panel A of Table 2, suggesting that
the blind forecasts in the experiment rely more on
private information than forecasts from the full
sample made without viewing the release page.
Second, the significant negative coefficient of −0.113
on Dev × Default indicates that the ability to view
public information results in less overweighting of
private information and more reliance on public in-
formation. Importantly, because both experiment
participants and stocks are randomly selected, the
difference between the blind forecast and the default
forecast cannot be driven by the endogenous decision
to view the release page. The results with profession
fixed effects in column (2) are very similar.
Because users can always see the Wall Street con-

sensus, we consider a placebo test that replaces the
Estimize consensus (c) with theWall Street consensus
in the regression (cws). We find a small and insignif-
icant coefficient of less than 0.1 on Dev × Default.
This is not surprising as both blind and default
forecasts are made with cws included in the infor-
mation set.
The more interesting question is whether blind

forecasts result in a more accurate consensus than the
default forecasts. We examine this question with a
simple horse race. For each release, we compute two
consensus forecasts. The blind consensus is computed
as the average of all blind forecasts, and the default
consensus is computed as the average of all de-
fault forecasts. By construction, the two consensuses
are computed using the same number of forecasts. In
the 103 releases examined, the blind consensus is
more accurate 62 times. The associated one-tail
p-value is lower than 0.0001 in rejecting the hypoth-
esis that the blind and default consensuses are equally
accurate.
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Table 5. Blind Experiment: Blind vs. Default

Panel A: Blind vs. default forecasters

Professional Highly viewed Number of releases Number of tickers Abs(FE)
(1) (2) (3) (4) (5)

Blind 27.23% 19.96% 102 55 0.111
Default 27.10% 17.88% 94 53 0.115
Diff (blind − default) 0.13% 2.08% 8 2 −0.004
T-statistic 0.07 0.69 0.29 0.16 0.32
p-value 0.947 0.49 0.770 0.871 0.750

Panel B: Release view and forecast accuracy

Abs (forecast error)

Dependent variable (1) (2)

Default −0.00221** −0.00253**
(0.001) (0.001)

CTA dummy −0.00648*** −0.00647***
(0.001) (0.001)

Release effect Yes Yes
Profession effect Yes Yes
Individual effect No Yes
Observations 8,630 8,630
R-squared 0.825 0.825

Panel C: Release view and information weighting

Forecast error (= forecast – actual)

Dependent variable (1) (2)

Dev 0.670*** 0.670***
(= forecast − preconsensus) (0.068) (0.068)
Dev × default −0.113** −0.113*

(0.059) (0.058)
Default −0.00311** −0.00299*

(0.001) (0.002)
Release effect Yes Yes
Profession effect No Yes
Observations 8,198 8,198
R2 0.956 0.956

Notes. When users are randomly selected to participate in the experiment, they are asked to make an earnings
forecastwhile the release page is disabled. The resulting forecast is labeled the blind forecast ( fb). Each blind forecast
is matched with the closest estimate in the sequence made by a different user who could view the release page. The
matched estimate is labeled the default forecast. The pair is removed if the time difference between the blind
estimate and the default estimate exceeds 24 hours. The final sample includes releases with at least 15 matched
pairs. Blind and default forecasts are pooled in the regression. In panel A, we compare user characteristics between
the blind forecasters (blind users who issued the blind forecasts) and the default forecasters (default users who
issued the default forecasts). Column (1) represents the percentage of professional users. Column (2) represents the
percentage of users with numbers of estimate view over the 80th percentile. Column (3) represents the average
number of releases submitted by the users in each group. Column (4) represents the average number of firms
covered by the users in each group. Column (5) represents the average absolute value of forecast errors of users in
each group. Columns (2)–(5) are based on users’ forecasts before the experiment. T-statistics and p-values of the
difference between these two groups are also reported. In panel B, the dependent variable is the absolute forecast
error. The control variables include a close-to-announcement (CTA) dummy that is equal to one if the forecast was
issued in the last three days before the announcement and release, individual, and user profession fixed effects. In
panel C, the dependent variable is the forecast error defined as the difference between the blind forecast and the
actual EPS. Independent variables include (1) Dev: the forecast distance from the consensus prior to the submitted
forecast, (2) Default: a dummy variable that is equal to one if it is a default forecast and zero if it is a blind forecast,
and (3) the interaction term between Dev and Default. Standard errors are in parentheses and clustered by ticker.

***, **, * = significant at the 1%, 5%, and 10% levels.
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To gauge the statistical significance in each pair-
wise comparison, we also conduct jackknife resam-
pling. Take the Q1 earnings for Facebook as an
example. Twenty-four distinct users are randomly
selected to participate in the experiment and issued
blind forecasts, which are, in turn, matched to 24
default forecasts. In each resample, we remove one
user and compute the blind and default consensus
using the remaining 23 forecasts and check which is
more accurate.Wefind the blind consensus to beat the
revised consensus in all 24 resamples, resulting in a
p-value of zero. In the 103 releases examined, the blind
consensus significantly beats the default consensus 58
times with a p-value of less than 10%, and the default
consensus wins significantly only 38 times.

4.2. Blind vs. Revised
The experimental evidence so far confirms that lim-
iting information access may encourage the user to
express more independent opinions and, therefore,
improve the accuracy of the consensus forecast. So
far, we have compared the forecasts from two dif-
ferent groups of users (blind and default). Next, we
compare two different forecasts from the same user.

Recall that, in our experiment, immediately after
the blind forecast ( fb) is issued, the release page is re-
enabled so the user can view the Estimize forecasts
and consensus and choose to revise the forecast. The
new forecast is labeled the revised forecast ( fr). Users
can, of course, choose not to change their forecasts, in
which case the revised forecast is the same as the blind
forecast.We focus this part of our analysis on the pilot
experiment in whichmany users immediately revised
their forecasts after issuing the blind forecast.17

In this case, we could interpret both fb and fr as the
combination of the same private signal y and the
Estimize consensus: fb � wby + (1 − wb)c and fr � wry+
(1 − wr)c. It can then be shown that

fb − fr � wb − wr

wb
( fb − c).

In otherwords, if we regress fb − fr on fb − c and obtain
a positive slope coefficient, this means that the blind
forecast places more weight on the private signal than
the revised forecast does (wb >wr). When we run the
regression in panel A of Table 6, we indeed find a
positive and significant coefficient of about 0.534 (col-
umn 2). In a placebo test, we replace the Estimize con-
sensus (c) with the Wall Street consensus in the
regression (cws). We find a small and insignificant
coefficient on fb − cws.

In panel B, we compare the accuracy of two con-
sensus forecasts: (1) the blind consensus computed
using all blind forecasts and (2) the revised consensus
computed using all revised forecasts. In the 13 ran-
domly selected releases in the pilot experiment, the

blind consensus significantly outperforms the revised
consensus 10 times, and the revised consensus wins
only two times. They tie in the remaining one case.
The statistical inference is again conducted using
jackknife resampling.
To examine the reason behind the improvement of

the blind consensus over the revised consensus, we
again decompose the squared consensus error into the
avgFE component and the diversity component. When
we focus on the avgFE component, we find that in-
dividual forecast errors are actually higher among
blind forecasts than among revised forecasts for 10 of
the 13 stocks. When we focus on the diversity compo-
nent, we find that blind forecasts are overwhelmingly
more diverse. Overall, it is clear that blind consensus
is more accurate, not because blind forecasts are in-
dividually more accurate, but because the blind
consensus incorporates more diverse opinions.

4.3. Event Study
So far, our experiment results suggest that thewisdomof
crowds can be better harnessed by encouraging in-
dependent voices among participants. Motivated by our
findings, Estimize.com decided to switch to the blind
forecast platform; since November 2015, forecasts from
otherusers are alwaysblocked initially. Estimize states in
their announcement of the switch: “[Consensus] only
gets better with a greater number of independent
opinions. . .While your estimate for a given stock may
be less accurate than the average of your peers, it is an
important part of building a better consensus.”
A natural question is whether the blind platform

indeed improves the accuracy of the Estimize consen-
sus. Our analysis of the Estimize forecasts during the
four quarters immediately after the switch shows that
the answer is yes. We compare the Estimize consen-
suses during the before-experiment period (before
March 2015) to those during the after-experiment pe-
riod (November 2015–October 2016). We limit the
comparison with the same set of stocks and the same
quarter of the year. For example, we compare the
consensus of Facebook’s 2016 Q3 earnings to other
Facebook Q3 consensuses before the experiment.
There are 1,641 stocks that are covered by Estimize in
both the before- and the after-experiment periods. To
control for marketwide variations during our sample
period, we always compare the Estimize consensus
against the corresponding Wall Street consensus.
Column (1) in Table 7 shows that Estimize consen-

sus accuracy improved after the blind platform was
adopted. In the before-experiment period, the Estimize
consensus beat the Wall Street consensus 56.67% of the
time. In the after-experiment period, the Estimize
consensus is more accurate 64.11% of the time. The
increase in the winning percentage of 7.44 percentage
points is highly significant (t-value of 6.28). We also
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confirm that the improvement is not driven by in-
creasing participation of Estimize users during the
after-experiment period so that the Estimize con-
sensus is computed using more individual forecasts.
Columns (2)–(4) confirm the improvement even when
we restrict the comparisons to consensuses computed

using similar numbers of individual forecasts. When
there are more than 30 individual forecasts, there is
less of an improvement in the Estimize consensus. As
the online appendix shows, the variance of sequential
forecast consensus declines exponentially as the
number of forecasts increases.

Table 6. Blind Experiment: Blind vs. Revised

Panel A: Forecast-level weighting regression

Forecast (blind) − forecast (revised)

Dependent variable (1) (2)

Forecast (blind) − preconsensus 0.523*** 0.534***
(0.050) (0.051)

Sector effect No Yes
Observations 104 104
R2 0.466 0.481

Panel B: Within-release horse race: Blind consensus versus revised consensus

Ticker N Blind FE Revised FE p-value Consensus avgFE diversity

WFM 20 −0.0020 −0.0030 0.05 Y N Y
UA 40 0.0170 0.0173 0.05 Y N Y
F 24 0.0342 0.0392 0.00 Y Y Y
CMG 35 −0.2114 −0.2086 1.00 N N Y
AA 22 −0.0059 −0.0059 1.00 - - -
XOM 19 −0.3195 −0.3232 0.05 Y N Y
BAC 16 0.0263 0.0306 0.06 Y N Y
GS 17 −1.6682 −1.6812 0.00 Y Y Y
GILD 58 −0.5341 −0.5047 1.00 N N Y
JNJ 17 −0.0318 −0.0329 0.06 Y N Y
AAPL 133 −0.0744 −0.0745 0.06 Y N Y
FB 91 0.0227 0.0236 0.00 Y N Y
FEYE 16 0.0344 0.0369 0.00 Y N Y

Notes. The blind and revised forecasts are from the pilot experiment. Panel A presents the results of
forecast-level weighting regressions. The dependent variable is the difference between the blind forecast
and the revised forecast from the same user in the blind experiment. The main independent variable is
the blind forecast’s distance from the consensus prior to the submitted forecast. Standard errors are in
parentheses and clustered by ticker. Panel B presents the results of the within-release horse race between
the blind consensus and the revised consensus. When calculating the revised consensus, we fill the
forecast with the initial one for users who choose not to revise their forecasts. The forecast error (FE) is
defined as the difference between the consensus and the actual EPS. The last three columns report
whether the blind forecast beats the revised forecast in the consensus error and its two components. The
answer is yes if the blind forecast has a lower (squared) consensus error or a lower avgFE term or a higher
diversity term.

***, **, * = significant at the 1%, 5%, and 10% levels.

Table 7. Estimize Consensus: Before March 2015 and After November 2015

(1) (2) (3) (4)

Pr(Estimize consensus beats WS consensus) All Number of estimates (0,10] Number of estimates (10,30] Number of estimates> 30

N 1,641 660 315 210
Before experiment, % 56.67 54.85 56.51 62.38
After experiment, % 64.11 64.24 64.44 66.67
Z-test (after − before) 6.28 5.03 2.94 1.32
p-value 0.000 0.000 0.002 0.090

Notes. The table presents the comparison of the probability that the Estimize consensus beats the Wall Street consensus between the before-
experiment period (beforeMarch 2015) and the after-experiment period (November 2015–February 2016). The sample is limited to the same set of
stocks before and after the experiment. Column (1) include all releases. Columns (2)–(4) include releases with the number of estimates below 10,
between 10 and 30, and greater than 30, respectively.
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5. Influential Users
So far, we have confirmed that herding, although
it improves the accuracy of individual forecasts,
reduces the accuracy of the consensus forecast; in-
terestingly, withholding certain information from
individual users actually improves the average forecast.
A natural question is when is herding behavior more
severe and results in predictable errors in the consensus
forecast?

5.1. The Role of “Influential” Users in Herding
The evidence using the unique release-view infor-
mation suggests that the influence we exert on each
other can make the crowd’s average estimate less
accurate. Of course, not all users are created equal.
Some users can potentially exert a stronger influence
on others. We would, therefore, expect more pro-
nounced herding behavior when more influential
users are in the crowd.

To measure the influence of Estimize users, we use
the user viewing-activity data and the PageRank al-
gorithm developed by Google for ranking web pages.
Figure 4 illustrates an example. Different Estimize
users are represented by different circles that are
linked by arrows that capture viewing activities. For
example, when user D views user A, we see an arrow
going from user D to user A. Such viewing activities

provide direct observations of person-to-person influ-
ence, just like insider-trading legal documents provide
direct observations of person-to-person communication
as in Ahern (2017).
An influential user (represented by a larger circle)

either receivesmore incoming arrows (as in the case of
user B) or receives an arrow from another influential
user (as in the case of user C). The user influence is
measured by the PageRank measure, which is re-
ported inside the circle. Intuitively, users with high
PageRank measures are viewed more by other users
(either directly or indirectly), so their forecasts are
more influential; they have more impact on sub-
sequent forecasts.
In computing the PageRank measure for each

Estimize user,we also account for the number of times
user A viewed user B. When we regress PageRank
scores on user characteristics across different Esti-
mize users, we find users to bemore influential if they
make more forecasts and if their forecasts are more
often viewed by other users. Interestingly, the user’s
average forecast accuracy and average forecast bias
do not affect the PageRank measure. In two simple
alternative measures of user influence, we, therefore,
also consider the total number of forecasts made by
the user and the total number of times the user has
been viewed by others.

Figure 4. (Color online) Measuring Estimize User Influence Using PageRank

Notes. The figure presents an example of how we measure user influence on the Estimize network using the PageRank method. Users are
represented by circles that are linked by arrows that capture viewing activities. For example, when user D views user A, an arrow goes from user
D to user A. An influential user (represented by a larger circle) either receivesmore incoming arrows (as in the case of user B) or receives an arrow
from another influential user (as in the case of user C). User influence is measured by the PageRank, reported inside the circle.
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Our fourth measure of user influence attempts to
capture the extent to which a user’s forecasts lead
subsequent forecasts. For each estimate in a release,
we measure the ratio of the distance of subsequent
estimates from the current estimate over the distance
of subsequent estimates from the consensus of previous
estimates. A lower ratio means subsequent estimates are
dragged toward the current estimate. In other words, a
lower ratio indicates a leading estimate. Then we count
the number of times each user’s estimates are identified
as leading (i.e., the ratio of the estimate is among the
lowest three for that release) and normalize the count
by the total number of submitted estimates by the user
as the probability of being a leader.

The measures for users who submit fewer than 20
forecasts are assigned to the lowest value. Users who
rank above the 80th percentile on the measure are
identified as influential users. None of the four criteria
gives a complete description of an influential user, yet
whenwefind consistent results across all four criteria,
we are confident that we are indeed capturing many
influential users.

Table 8 examines how influential users affect sub-
sequent users in their relative weighting of public
and private information at the forecast level. The key

independent variable of interest is a triple interaction
term among Dev, the release-view dummy, and an
influence dummy variable that equals one when a
large number of influential users havemade forecasts.
As in Table 2, we find a negative coefficient on the
interaction term between Dev and the release-view
dummy so that viewing of the release page is asso-
ciated with more weight on the consensus and less
weight on the private signal. More importantly, the
coefficient on the triple interaction term is negative
and significant. In other words, when the current
release page includes the forecasts of influential users,
viewing of this page is associated with placing even
more weight on the consensus and less weight on the
private signal. Simply put, users herd more with in-
fluential users.

5.2. Predictable Forecast Error
Because influential users issue more accurate earn-
ings estimates on average, herding with influential
users may not always result in a less accurate con-
sensus forecast. Given that influential users’ forecasts
strongly swing subsequent forecasts, we conjecture
that, if influential users’ early forecasts are inaccurate,
this is likely to drag the consensus in the wrong

Table 8. Impact of Influential Users on the Weighting of Information

Dependent variable Forecast error (= forecast − actual)

Measure of influential users PageRank Number of releases Number of releases viewed Probability of being leader
(1) (2) (3) (4)

Dev 0.496*** 0.496*** 0.485*** 0.498***
(= forecast − preconsensus) (73.26) (74.60) (71.10) (75.61)
Dev × view dummy −0.206*** −0.214*** −0.200*** −0.210***

(−28.31) (−29.92) (−27.28) (−29.53)
Dev × view dummy × influenced −0.134*** −0.125*** −0.153*** −0.140***

(−10.95) (−9.93) (−12.57) (−10.97)
Dev × influenced 0.0940*** 0.108*** 0.128*** 0.107***

(8.13) (8.99) (11.07) (8.73)
View dummy × influenced −0.00341*** −0.00249*** −0.00193** −0.00192**

(−3.74) (−2.72) (−2.11) (−2.09)
Influenced 0.00202** 0.000808 0.00106 0.000873

(2.26) (0.89) (1.21) (0.97)
View dummy 0.00262*** 0.00214*** 0.00184*** 0.00185***

(4.17) (3.41) (2.95) (2.97)
Release effect Yes Yes Yes Yes
Profession effect Yes Yes Yes Yes
Observations 33,264 33,264 33,264 33,264
R2 0.920 0.920 0.920 0.920

Notes. The table presents the results of forecast-level weighting regressions. The dependent variable is forecast error, defined as the difference
between a user’s forecasted EPS and the actual EPS. Themain independent variables include (1)Dev: forecast’s distance from the consensus prior
to the submitted forecast, (2)View dummy: dummy variable for forecasts made after viewing the release page for longer than five seconds at least
once, (3) Influenced: dummy variable that is equal to one if the number of influential users ahead of the observed user is above the 80th percentile
across all observations and the interaction terms among these three variables. To identify influential users, we consider four measures: (1)
PageRank, (2) number of releases, (3) number of releases viewed, (4) probability of being a leader. Themeasures for users who submit fewer than
20 forecasts are assigned to the lowest value. The users who rank above the 80th percentile on the measure are identified as influential users.
Standard errors are in parentheses and double-clustered by sector and quarter.

***, **, * = significant at the 1%, 5%, and 10% levels.
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direction. To identify such a forecasting error ex ante,
we use the contemporaneous stock return as a proxy
for the information content and compare the direction
of influential users’ forecast revisions against the sign
of the contemporaneous stock return. If their signs are
consistent, then the revision is likely to be informa-
tive; if they are opposite one another, then the revision
is likely to contain an error.

To examine directly how influential users’ fore-
casts affect subsequent forecasts, we again separate
the forecasting period into earlier and close-to-
announcement periods as in Table 4. In panel A of
Table 9, we then regress the consensus forecast re-
visions in the later period (the close-to-announcement
period) on influential users’ forecast revisions in the
earlier period. Across all four definitions of influential

users, we find very consistent results. If influential
users issued forecasts that are higher (lower) than the
current consensus in the earlier period, the consensus
moves up (down) in the later period, confirming that
influential users’ forecasts strongly swing subsequent
forecasts.
In panel B, we find that, when the contemporane-

ous stock return is negative and influential users issue
forecasts that are lower than the current consensus,
thefinal consensus becomesmore accurate, consistent
with the notion that influential users facilitate the
incorporation of negative information. On the other
hand, when the contemporaneous stock return is
negative and influential users nevertheless issue
forecasts that are higher than the current consensus,
the final consensus becomes less accurate. In this case,

Table 9. Predicting the Change in Consensus Error and Change in Consensus Accuracy from Early to
Close-to-Announcement Period

Panel A: Predicting change in consensus error

Dependent variable Change in consensus error

Measure of influential users PageRank Number of releases Number of releases viewed Probability of being leader
(1) (2) (3) (4)

ln(1 + num of upward revision, neg CAR) 0.003** 0.003** 0.003** 0.003**
(0.001) (0.001) (0.001) (0.001)

ln(1 + num of upward revision, pos CAR) 0.006*** 0.007*** 0.007*** 0.007***
(0.001) (0.001) (0.001) (0.001)

ln(1 + num of downward revision, pos CAR) −0.005*** −0.005*** −0.005*** −0.005***
(0.001) (0.001) (0.001) (0.001)

ln(1 + num of downward revision, neg CAR) −0.007*** −0.007*** −0.007*** −0.007***
(0.001) (0.001) (0.001) (0.001)

Observations 1,988 2,004 2,004 2,004
R2 0.098 0.102 0.100 0.102

Panel B: Predicting change in accuracy

Dependent variable Change in Abs(consensus error)

ln(1 + num of upward revision, neg CAR) 0.002* 0.003** 0.003** 0.003**
(0.001) (0.001) (0.001) (0.001)

ln(1 + num of upward revision, pos CAR) −0.001 −0.001 −0.000 −0.001
(0.001) (0.001) (0.001) (0.001)

ln(1 + num of downward revision, pos CAR) −0.001 −0.001 −0.001 −0.001
(0.001) (0.001) (0.001) (0.001)

ln(1 + num of downward revision, neg CAR) −0.002* −0.002* −0.002* −0.002*
(0.001) (0.001) (0.001) (0.001)

Observations 1,988 2,004 2,004 2,004
R2 0.031 0.028 0.028 0.028

Notes. The table presents the results of release-level regressions. Panel A regresses the change in the consensus error from the early to the close-
to-announcement period on four variables constructed on forecastsmade by influential users in the early period. All forecastsmade by influential
users in the early period are sorted into four groups by two dimensions: (1) whether the forecast leads to an upward or a downward revision of
the consensus, and (2) whether the cumulative abnormal returns (CAR) on the corresponding day of the forecast are positive or negative. The
main independent variables are the logarithm of one plus the number of forecasts in each group. Panel B uses the same set of independent
variables, and the dependent variable is the change in the absolute value of the consensus error. The close-to-announcementwindow is defined as
from five days before the announcement date through the announcement date ([−5, 0]). The early window is defined as days prior to day −5.
Standard errors are in parentheses and double-clustered by sector and quarter.

***, **, * = significant at the 1%, 5%, and 10% levels.
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influential users’ forecasts likely reflect positive sen-
timents that spread to subsequent users and drag the
consensus in the wrong direction.

6. Conclusion
As the idea of the wisdom of crowds has infused new
life into the investment research industry over the past
few years and provides incrementally useful informa-
tion,we takea further step to shed light onhowcollective
intelligence could be harnessed to provide better earn-
ings forecast consensus. The wisdom of crowds hinges
on each crowd member making independent estimates.
In most earnings forecast settings, however, estimates
are elicited in a sequential basis. Because participants
learn fromobserving eachother, theyalso exert influence
on each other, and herding behavior arises, resulting in
the loss of useful private information.

In this paper, we empirically examine the impact of
herding on the accuracy of earnings forecast con-
sensuses from a crowdsourcing corporate earnings
forecast platform, Estimize.com. By monitoring user
information sets and tracking user viewing activities,
we find that the more public information users view,
the more they underweight their private information.
Although this improves the accuracy of the in-
dividual’s forecast, it reduces the accuracy of a con-
sensus forecast, as useful private information is
prevented from entering the consensus, consistent
with herding. We also find that herding behavior
becomes more severe if the public information set
includes the estimates of more influential users.

A randomized experiment offers clean evidence
that the wisdom of crowds can be better harnessed by
encouraging independent voices among participants.
Ironically, by limiting the crowd’s access to infor-
mation, we can actually improve the accuracy of
their consensus forecast. Motivated by our findings,
Estimize.com decided to switch to a blind forecast
platform, in which forecasts from all other users are
always blocked initially. Results show that, after
switching to the blind platform, the Estimize consensus
beats the Wall Street consensus with an even higher
probability than the before-experiment period. We are
confident that, by adopting such a blind forecast plat-
form, Estimize.com will continue to generate more
accurate corporate earnings forecasts, which are
crucial for the efficiency and function of the financial
market.
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Endnotes
1 See Sunstein (2005) for a general survey of group judgments.
2As forcefully put by Bikhchandani et al. (1992, p. 1009), “The
social cost of cascades is that the benefit of diverse information
sources is lost. Thus a cascade regime may be inferior to a regime in
which the actions of the first n individuals are observed only after
stage n + 1.”
3Throughout the paper, we follow Hirshleifer and Teoh (2003) and
use the term “herding” in a broad sense to refer to situations in which
individuals place positive weights on other people’s estimates when
forming their own estimates. This behavior can be completely ra-
tional when the individual computes the weights using Bayes’ rule
(see Banerjee (1992) and Bikhchandani et al. (1992), among others).
Individuals can also herd by underweighting their private signals (see
Scharfstein and Stein (1990), Banerjee (1992), Bikhchandani et al.
(1992), Trueman (1994), Hong et al. (2000), Welch (2000), and
Clement and Tse (2005) amongothers). Alternatively, they can antiherd
by overweighting their private signals (see Ehrbeck and Waldmann
(1996), Bernhardt et al. (2006), and Ottaviani and Sorensen (2006)
among others). Finally, they can apply other naive weights (see
Eyster and Rabin (2010, 2014) amongothers) or be subject to persuasion
bias as in DeMarzo et al. (2003). We leave the interesting question of
differentiating among these various forms of herding behaviors to
future research.
4 See Trueman (1994) and Graham (1999) among others.
5 See http://blog.estimize.com/post/133094378977/why-the-estimize
-platform-is-blind, accessed November 12, 2015.
6Hirshleifer and Teoh (2003) review several possible sources, in-
cluding (1) payoff externalities, (2) sanctions upon deviants, (3) pref-
erence interactions, (4) direct communication, and (5) observational
influence as well as empirical evidence for herding behavior in
securities trading, security analysis, firm investment, financing, and
reporting decisions.
7The blind forecasting environment may also improve group judg-
ment by eliminating other inefficient strategic behavior. For example,
it has been shown that, with a convex payoff, individuals may even
antiherd. In other words, they may exaggerate their private signals to
stand out from the crowd (see Ehrbeck and Waldmann (1996),
Bernhardt et al. (2006), and Ottaviani and Sorensen (2006) among
others). Because the Estimize scoring method also penalizes a bold
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forecast exponentially if it turns out to deviate in the wrong direction,
antiherding behavior is not prevalent on Estimize.com. Nevertheless,
the blind forecasting environment also prevents antiherding by
hiding information about the crowd.
8 Field studies by Barber et al. (2003), Adams and Ferreira (2010),
Charness et al. (2011), and Charness and Sutter (2012), among
others, all demonstrate that group decisions are moderate and
reason-based.
9According to Estimize.com, “The number of points received is
determined by the distance of your estimate to the reported results of
the company and the distribution of all other estimates for that
earnings release. The system incentivizes aggressive estimation by
awarding points on an exponential scale. While being a little more
accurate than Wall Street may score you a few points, an aggressive
estimate well outside the mean will have both a higher risk, and a far
higher reward.”
10The profile information, although voluntarily provided, should be
reasonably reliable. When new analysts contribute to Estimize, they
are put through a manual review process that considers the depth of
their biographical information and the reliability of their first five
estimates.
11The two data sets exploit different identifiers for users. We first use
the time stamp of forecast creation activities in both data sets to
construct a table to link the two identifiers.We set a five-second cutoff
because we want to exclude instances when a user just passes a page
to access the next one. We obtain similar results when we use other
cutoff points and when we do not use a cutoff.
12According to Estimize.com, it flags forecasts and does not include
them in the Estimize consensus if they have been manually or al-
gorithmically unreliable or if they have not been revised within the
past 60 days and fall well outside the current consensus. About 2.5%
of all estimates made on the platform are determined unreliable.
13Only 1,953 of 2,147 release-level observations are successfully
matched with data from Compustat.
14The size group and B/M group are obtained by matching each
releasewith one of 25 size and B/Mportfolios at the end of June based
on the market capitalization at the end of June and B/M, the book
equity of the last fiscal year end in the prior calendar year divided by
the market value of equity at the end of December of the prior year.
15Without the interaction terms, β0 is 0.18, similar to the value re-
ported by Chen and Jiang (2006) who examine sell-side equity
analysts.
16We also examined a more conservative matching procedure in
which the default estimate is always chosen during the 24 hours
after the blind estimate. To the extent that a more recent estimate is
usually more accurate, this match procedure is biased against the
blind estimate. We find similar results under this alternative
approach.
17Users selected to participate in the experiment see a pop-up
message box on the blind release page explaining the purpose and
details of the experiment. In the pilot experiment, half of the users in
the blind group revised their forecasts within 10 minutes after
the release page was re-enabled, whereas, in the second experi-
ment, the revised forecast lags the blind forecast by two days on
average. Because new information may have arrived during that
gap, the revised forecast may be less comparable to the blind
forecast in the second experiment. As a result, the data from the
pilot experiment provide a cleaner setting for the blind versus
revised analysis.
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