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1 Pointset Topology

1.1 Open subsets of Rn

Definition 1.1. For x ∈ Rn and r > 0, let

Br(x) := {y ∈ Rn | dist(x, y) < r}

be the open ball Br(x) of radius r around x. Here

dist(x, y) := ||x− y|| =
√

(x1 − y1)2 + · · ·+ (xn − yn)2

is the distance between the points x and y.
A subset U ⊂ Rn is open if for each point there is some r > 0 such that Br(x) is contained

in U . Equivalently, U is open if and only if U is a union of open balls.

The point of this definition is that it makes it possible to give a very compact definition
of continuity of maps f : Rm → Rn which is equivalent to the usual ε-δ definition.

Definition 1.2. A map f : Rm → Rn is continuous if for every open subset U ⊂ Rn the
preimage f−1(U) is open in Rm. More generally, if V ⊂ Rm, W ⊂ Rn are open subsets a
map f : V → W is continuous if for every open subset U ⊂ Rn the preimage f−1(U) is open
in Rm.
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Examples of continuous maps.

1. From calculus we know that the following maps f : R ⊃ V → R are continuous:
polynomials, exponential functions, rational functions, trigonometric functions. Here
V ⊂ R is the natural domain of these functions.

2. The maps R2 → R given by (x1, x2) 7→ x1 + x2 or (x1, x2) 7→ x1x2.

3. The projection maps pk : Rm → R given by (x1, . . . , xm) 7→ xk.

Warning. The open set characterization of continuity is great for more abstract statements,
like showing that the composition of continuous maps is continuous. However, checking that
a given map f is continuous by verifying that f−1(U) is open for an open subset U of the
codomain of f is usually cumbersome. A much better strategy is to recognize a given map
as “built from simpler maps” that we already know to be continuous. The following three
lemmas illustrate what we mean by “built from”.

Lemma 1.3. The composition of continuous maps is continuous.

We leave the simple proof to the reader.

Lemma 1.4. A map f : V → Rn, f(x) = (f1(x), . . . , fn(x)) is continuous if and only if all
its component maps fk : V → R are continuous.

The proof of this statement will follow from the much more general continuity criterion
for maps to a product, which we will prove after introducing the product topology (see
Lemma 1.19).

Lemma 1.5. Let f1, f2 : R ⊃ V → R be continuous maps. Then also f1 + f2 and f1 · f2 are
continuous.

Proof. Let f : V → R2 be the map with components maps f1, f2; i.e., f(x) = (f1(x), f2(x)).
The map f is continuous since it component maps are continuous. The map f1 +f2 : V → R
can be factored as

V R2 Rf +

and hence is continuous as the composition of continuous maps. Replacing the map R2 → R,
(x1, x2) 7→ x1 + x2 by the map (x1, x2) 7→ x1x2 similarly shows that f1 · f2 is continuous.

Example 1.6. (More Examples of continuous maps.)
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1. Let f : Rn → R be a polynomial map, i.e.,

f(x) =
∑
i1,...,in

ai1,...,inx
i1
1 · · ·xinn for x = (x1, . . . , xn) ∈ Rn and coefficients ai1,...,in ∈ R

We observe that f is a sum of functions, and each summand is a product of projection
maps x 7→ xk and the constant map x 7→ ai1,...,in . Hence the continuity of the project
maps and constant maps imply by Lemma 1.5 the continuity of each summand, which
in turn implies the continuity of f .

2. Let Mn×n(R) = Rn2
be the vector space of n× n matrices. Then the map

Mn×n(R)×Mn×n(R) −→Mn×n(R) (A,B) 7→ AB

given by matrix multiplication is continuous. To see this, it suffices by Lemma 1.4
to check that each component map is continuous. This is the case, since each matrix
entry of AB is a polynomial and hence a continuous function of the matrix entries of
A and B.

1.2 Topological spaces

The characterization 1.2 of continuous maps f : Rm → Rn in terms of open subsets of Rm

and Rn suggests that we can define what we mean by a continuous map f : X → Y between
sets X, Y , once we pick collections TX , TY of subsets of X resp. Y that we consider the “open
subsets” of these sets. The next result summarizes the basic properties of open subsets of a
metric space X, which then motivates the restrictions that we wish to put on such collections
T.

Lemma 1.7. Open subsets of a metric space X have the following properties.

(i) X and ∅ are open.

(ii) Any union of open sets is open.

(iii) The intersection of any finite number of open sets is open.

Definition 1.8. A topological space is a set X together with a collection T of subsets of X,
called open sets which are required to satisfy conditions (i), (ii) and (iii) of the lemma above.
The collection T is called a topology on X. The sets in T are called the open sets, and their
complements in X are called closed sets. A subset of X may be neither closed nor open,
either closed or open, or both.

A map f : X → Y between topological spaces X, Y is continuous if the inverse image
f−1(V ) of every open subset V ⊂ Y is an open subset of X.
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It is easy to see that the composition of continuous maps is again continuous.

Example 1.9. (Examples of topological spaces.)

1. Let T be the collection of open subsets of Rn in the sense of Definition 1.1. Then T

is a topology on Rn, the standard topology on Rn or metric topology on Rn (since this
topology is determined by the metric dist(x, y) = ||x− y|| on Rn).

2. Let X be a set. Then T = {all subsets of X} is a topology, the discrete topology. We
note that any map f : X → Y to a topological space Y is continuous. We will see later
that the only continuous maps Rn → X are the constant maps.

3. Let X be a set. Then T = {∅, X} is a topology, the indiscrete topology.

Sometimes it is convenient to define a topology U on a set X by first describing a smaller
collection B of subsets of X, and then defining U to be those subsets of X that can be
written as unions of subsets belonging to B. We’ve done this already when the topology on
Rn: Let B be the collection of all open balls Br(x) ⊂ Rn; we recall that Br(x) = {y ∈ X |
dist(x, y) < r}. The standard topology on Rn consists of those subsets U which are unions
of subsets belonging to B.

Lemma 1.10. Let B be a collection of subsets of a set X satisfying the following conditions

1. Every point x ∈ X belongs to some subset B ∈ B.

2. If B1, B2 ∈ B, then for every x ∈ B1 ∩ B2 there is some B ∈ B with x ∈ B and
B ⊂ B1 ∩B2.

Then T := {unions of subsets belonging to B} is a topology on X.

Definition 1.11. If the above conditions are satisfied, we call the collection B is called a
basis for the topology T or we say that B generates the topology T.

1.2.1 Subspace topology

Definition 1.12. Let X be a topological space, and A ⊂ X a subset. Then

T = {A ∩ U | U ⊂
open

X}

is a topology on A called the subspace topology.

Example 1.13. (Examples of subspaces of Rn) Here are examples of subspaces of Rn

(i.e., subsets of Rn equipped with the subspace topology) we will be talking about during
the semester:
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1. The n-disk Dn := {x ∈ Rn | |x| ≤ 1} ⊂ Rn, and Dn
r := {x ∈ Rn | |x| ≤ r}, the n-disk

of radius r > 0.

2. The n-sphere Sn := {x ∈ Rn+1 | |x| = 1} ⊂ Rn+1.

3. The torus T = {v ∈ R3 | dist(v, C) = r} for 0 < r < 1. Here

C = {(x, y, 0) | x2 + y2 = 1} ⊂ R3

is the unit circle in the xy-plane, and dist(v, C) = infw∈C dist(v, w) is the distance
between v and C.

4. The general linear group

GLn(R) = {vector space isomorphisms f : Rn → Rn}
←→ {(v1, . . . , vn) | vi ∈ Rn, det(v1, . . . , vn) 6= 0}
= {invertible n× n-matrices} ⊂Mn×n(R) = Rn2

Here we think of (v1, . . . , vn) as an n × n-matrix with column vectors vi, and the
bijection is the usual one in linear algebra that sends a linear map f : Rn → Rn to the
matrix (f(e1), . . . , f(en)) whose column vectors are the images of the standard basis
elements ei ∈ Rn.

5. The special linear group

SLn(R) = {(v1, . . . , vn) | vi ∈ Rn, det(v1, . . . , vn) = 1} ⊂Mn×n(R) = Rn2

6. The orthogonal group

O(n) = {linear isometries f : Rn → Rn}
= {(v1, . . . , vn) | vi ∈ Rn, vi’s are orthonormal} ⊂Mn×n(R) = Rn2

We recall that a collection of vectors vi ∈ Rn is orthonormal if |vi| = 1 for all i, and vi
is perpendicular to vj for i 6= j.

7. The special orthogonal group

SO(n) = {(v1, . . . , vn) ∈ O(n) | det(v1, . . . , vn) = 1} ⊂Mn×n(R) = Rn2

8. The Stiefel manifold

Vk(Rn) = {(v1, . . . , vk) | vi ∈ Rn, vi’s are orthonormal} ⊂Mn×k(R) = Rnk
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Lemma 1.14. (Continuity criterion for maps to a subspace.) Let X, Y be topological
spaces and let A be a subset of Y equipped with the subspace topology.

• The inclusion map i : A→ Y is continuous.

• A map f : X → A is continuous if and only if the composition X
f−→ A

i−→ Y is
continuous.

Proof. Homework

Example 1.15. (Examples of continuous maps involving subspaces.)

1. The map GLn(R) → GLn(R), A 7→ A−1 is continuous. Homework problem. Hint:
by the above lemma, it suffices to prove continuity of the composition GLn(R) →
GLn(R) ↪→ Mn×n(R), which in turn by Lemma 1.4 amounts to checking continuity of
each matrix componentof A−1 as a function of the matrix components of A.

2. Let G be one of the groups SLn(R), O(n), SO(n), equipped with the subspace topology
as subsets of Mn×n(R). Then the map G → G, A 7→ A−1 is continuous. To see that
this map is continuous, we note it is the restriction of the continuous map A 7→ A−1

on GLn(R) to the subspace G ⊂ GLn(R) and use the following handy fact.

Lemma 1.16. Let f : X → Y be a continuous map. If A ⊂ X, B ⊂ Y are subspaces
with f(A) ⊂ B, then the restriction f|A : A→ B is continuous (with respect to the subspace
topology on X and Y .

Proof. Consider the commutative diagram

A B

X Y

f|A

i j

f

where i, j are the obvious inclusion maps. These inclusion maps are continuous w.r.t. the
subspace topology on A, B by Lemma 1.14. The continuity of f and i implies the continuity
of f ◦ i = j ◦ f|A which again by Lemma 1.14 implies the continuity of f|A.

1.2.2 Product topology

Definition 1.17. The product topology on the Cartesian product X × Y = {(x, y) | x ∈
X, y ∈ Y } of topological spaces X, Y is the topology generated by the subsets

B = {U × V | U ⊂
open

X, V ⊂
open

Y }
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The collection B obviously satisfies property (1) of a basis (see Definition 1.11); property
(2) holds since (U × V )∩ (U ′ × V ′) = (U ∩U ′)× (V ∩ V ′). We note that the collection B is
not a topology since the union of U×V and U ′×V ′ is typically not a Cartesian product. For
example, if X = Y = R and U,U ′, V, V ′ are open intervals the products U × V and U ′ × V ′
are (open) rectangles whose union might look like the shaded region in the figure below.

U × V

U ′ × V ′

There is obviously a plethora of examples of product spaces, e.g., the product of any two
of the eight spaces of Example 1.13. Sometimes, the product topology on a product agrees
with a topology described in a different way, for example:

Lemma 1.18. The product topology on Rm×Rn (with each factor equipped with the metric
topology) agrees with the metric topology on Rm+n = Rm × Rn.

Proof: homework.

Other product spaces might be homeomorphic to topological spaces constructed com-
pletely differently. For example, we will see that the product S1 × S1 is homeomorphic to
the torus T of Example 1.13(3). To work with product spaces, it is very useful to have the
following recognition principal for continuity of map to a product.

Lemma 1.19. (Continuity criterion for maps to a product.) Let X, Y1, Y2 be topo-
logical spaces.

• The projection maps pi : Y1 × Y2 → Yi are continuous.

• A map f : X → Y1 × Y2 is continuous if and only if the compositions

X
f−→ Y1 × Y2

pi−→ Yi

are continuous for i = 1, 2.

We note that the composition pi ◦ f is the i-th component map of f . So according to
the above lemma a map to a product is continuous if and only if all its component maps are
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continuous. This is a far reaching generalization of Lemma 1.4 which was about maps with
target space Rn = R× · · · × R.

For the proof of Lemma 1.19, as well as in many other situations, it will be helpful to
use the following simple result, the reader is charged with proving.

Lemma 1.20. Let f : X → Y be a map be topological spaces. Suppose the topology on the
codomain Y is generated by a basis B. Then f is continuous if and only if f−1(U) is open
in X for every U ∈ B.

Proof of Lemma 1.19. To show that the projection map p1 : Y1 × Y2 → Y1 is is continuous,
suppose that U ⊂ Y1 is an open subset. Then p1(U) = U × Y2, which is an open subset of
U×Y2 by construction of the product topology (in fact this is a product of open subsets of Y1

resp. Y2, i.e., it belongs to the collection of subsets B that generates the product topology).
The argument that p2 is continuous is completely analogous.

If f : X → Y1 × Y2 is continuous, then the component maps fi := pi ◦ f are continuous,
since they are compositions of the continuous maps pi and f . Conversely, assume that the
component maps f1, f2 are continuous. To show that f is continuous it suffices by the
previous lemma to show that f−1(U) is open where U belongs to the basis B that generated
the product topology. In other words, U is a product U = U1 ×U2 of open subsets U1 ⊂ Y1,
U2 ⊂ Y2. Then

f−1(U) = f−1(U1 × U2) = f−1
1 (U1) ∩ f−1

2 (U2) ⊂ X,

is an open subset of X, since f−1
i (Ui) is open in X by the assumed continuity of fi.

The following result is consequence of the Continuity criterion for maps to a product; its
proof is a good illustration of how the criterion is used.

Lemma 1.21. Let G be one of the groups GLn(R), SLn(R), O(n), SO(n), equipped with
the subspace topology as subsets of Mn×n(R). Then G is a topological group, i.e., G is a
topological space and a group, and the topology and the group structure are compatible in the
sense that

• The multiplication map G×G µ−→ G is continuous, and

• the map G→ G, g 7→ g−1 is continuous.

Proof. We discussed continuity of the inverse map in Example 1.15. To prove continuity of
the multiplication map µ, we consider the commutative diagram

G×G G

Mn×n(R)×Mn×n(R) Mn×n(R)

µ

i×i i

m
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where i is the inclusion map, and m is matrix multiplication which is continuous by Example
1.6. It might be tempting to argue that µ is the restriction of the continuous map m, and
hence it is continuous by Lemma 1.16. However, that assumes that G×G is equipped with
its subspace topology as a subset of Mn×n(R)×Mn×n(R), rather than as equipped with the
product topology. Proving that these topologies in fact agree is one way to finish the proof.

Alternatively, using Lemma 1.19, we argue that the map i × i : G × G → Mn×n(R) ×
Mn×n(R) is continuous since its component maps are: the first component map is the com-
position of the continuous maps

G×G p1−→ G
i−→Mn×n(R)

and hence continuous; similarly for the second component map. Hencem◦(i×i) is continuous,
which equals i ◦ µ by the commutativity of the diagram. It follows that µ is continuous by
the criterion for continuity of a map to a subspace 1.14

1.2.3 Quotient topology.

Definition 1.22. Let X be a topological space and let ∼ be an equivalence relation on X.
We denote by X/ ∼ be the set of equivalence classes and by

p : X → X/ ∼ x 7→ [x]

be the projection map that sends a point x ∈ X to its equivalence class [x]. The quotient
topology on X/ ∼ is given by the collection of subsets

T = {U ⊂ X/ ∼| p−1(U) is an open subset of X}.

The set X/ ∼ equipped with the quotient topology is called the quotient space.

The quotient topology is often used to construct a topology on a set Y which is not a
subset of some Euclidean space Rn, or for which it is not clear how to construct a metric. If
there is a surjective map

p : X −→ Y

from a topological space X, then Y can be identified with the quotient space X/ ∼, where the
equivalence relation is given by x ∼ x′ if and only if p(x) = p(x′). In particular, Y = X/ ∼
can be equipped with the quotient topology. Here are important examples.

Example 1.23. (Examples of quotient spaces).

1. Let A be a subset of a topological space X. Define a equivalence relation ∼ on X by
x ∼ y if x = y or x, y ∈ A. We use the notation X/A for the quotient space X/ ∼. A
concrete example is provided by Dn/Sn−1, which is homeomorphic to the sphere Sn,
as we will see later.
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2. The real projective space of dimension n is the set

RPn := {1-dimensional subspaces of Rn+1}.

The map
Sn −→ RPn Rn+1 3 v 7→ subspace generated by v

is surjective, leading to the identification

RPn = Sn/(v ∼ ±v),

and the quotient topology on RPn.

3. Similarly, working with complex vector spaces, we obtain a quotient topology on the
the complex projective space

CPn := {1-dimensional subspaces of Cn+1} = S2n+1/(v ∼ zv), z ∈ S1

4. Generalizing, we can consider the Grassmann manifold

Gk(Rn+k) := {k-dimensional subspaces of Rn+k}.

There is a surjective map

Vk(Rn+k) = {(v1, . . . , vk) | vi ∈ Rn+k, vi’s are orthonormal} � Gk(Rn+k)

given by sending (v1, . . . , vk) ∈ Vk(Rn+k) to the k-dimensional subspace of Rn+k spanned
by the vi’s. Hence the subspace topology on the Stiefel manifold Vk(Rn+k) ⊂ R(n+k)k

gives a quotient topology on the Grassmann manifold Gk(Rn+k) = Vk(Rn+k)/ ∼. The
same construction works for the complex Grassmann manifold Gk(Cn+k).

As the example 1.25(1) shows, a quotient space X/ ∼ might be homeomorphic to a
topological space Z constructed in a different way. To establish the homeomorphism between
X/ ∼ and Z, we need to construct continuous maps

f : X/ ∼ −→ Z g : Z → X/ ∼

that are inverse to each other. The next lemma shows that it is easy to check continuity of
the map f , the map out of the quotient space.

Lemma 1.24. (Continuity criterion for a map out of a quotient space).

• The projection map p : X → X/ ∼ is continuous.
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• A map f : X/ ∼ → Z to a topological space Z is continuous if and only if the compo-

sition X
p−→ X/ ∼ f−→ Z is continuous.

Proof: homework

As we will see in the next section, there are many situations where the continuity of the
inverse map for a continuous bijection f is automatic. So in the examples below, and for the
exercises in this section, we will defer checking the continuity of f−1 to that section.

Example 1.25. (1) We claim that the quotient space [−1,+1]/{±1} is homeomorphic to
S1 via the map f : [−1,+1]/{±1} → S1 given by [t] 7→ eπit. Geometrically speaking, the
map f wraps the interval [−1,+1] once around the circle. Here is a picture.

−1 +1

glue

≈

It is easy to check that the map f is a bijection. To see that f is continuous, consider
the composition

[−1,+1]
p // [−1,+1]/{±1} f // S1 i // C = R2,

where p is the projection map and i the inclusion map. This composition sends t ∈
[−1,+1] to eπit = (cosπt, sin πt) ∈ R2. By Lemma 1.19 it is a continuous function, since
its component functions sinπt and cosπt are continuous functions. By Lemma 1.24 the
continuity of i ◦ f ◦ p implies the continuity of i ◦ f , which by Lemma 1.14 implies the
continuity of f . As mentioned above, we’ll postpone the proof of the continuity of the
inverse map f−1 to the next section.

(2) More generally, Dn/Sn−1 is homeomorphic to Sn. (proof: homework)

(3) Consider the quotient space of the square [−1,+1]× [−1,+1] given by identifying (s,−1)
with (s, 1) for all s ∈ [−1, 1]. It can be visualized as a square whose top edge is to be
glued with its bottom edge. In the picture below we indicate that identification by
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labeling those two edges by the same letter.

glue

a

a

The quotient ([−1,+1]× [−1,+1]) /(s,−1) ∼ (s,+1) is homeomorphic to the cylinder

C = {(x, y, z) ∈ R3 | x ∈ [−1,+1], y2 + z2 = 1}.

The proof is essentially the same as in (1). A homeomorphism from the quotient space
to C is given by f([s, t]) = (s, sin πt, cosπt). The picture below shows the cylinder C
with the image of the edge a indicated.

a

(4) Consider again the square, but this time using an equivalence relations that identifies
more points than the one in the previous example. As before we identify (s,−1) and
(s, 1) for s ∈ [−1, 1], and in addition we identify (−1, t) with (1, t) for t ∈ [−1, 1]. Here
is the picture, where again corresponding points of edges labeled by the same letter are
to be identified.

a

a

b b

We claim that the quotient space is homeomorphic to the torus

T := {x ∈ R3 | d(x,K) = d},
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where K = {(x1, x2, 0) | x2
1 + x2

2 = 1} is the unit circle in the xy-plane and 0 < d < 1
is a real number (see ) via a homeomorphism that maps the edges of the square to the
loops in T indicated in the following picture below.

b

a

Exercise: prove this by writing down an explicit map from the quotient space to T , and
arguing that this map is a continuous bijection (as always in this section, we defer the
proof of the continuity of the inverse to the next section).

(5) We claim that the quotient space Dn/ ∼ with equivalence relation generated by v ∼ −v
for v ∈ Sn−1 ⊂ Dn is homeomorphic to the real projective space RPn. More precisely, let
f : Dn → Sn be the embedding of the n-disk as the upper hemisphere of Sn. Explicitly,
f(x) for x = (x1, . . . , xn) is given by the formula

f(x1, . . . , xn) := (x1, . . . , xn,
√

1− (x2
1 + · · ·+ x2

n))

Lemma 1.26. The map f̄ : Dn/ ∼ → RPn = Sn/ ∼ given by [x] 7→ [f(x)] is a
continuous bijection.

With more tools at our disposal in the next section we will argue that this map is in
fact a homeomorphism.

Proof. To check that f̄ is well-defined, we note that get identified in Dn are x ∼ −x
for x ∈ ∂Dn = Sn−1. For such x, f(x) = (x1, . . . , xn, 0) and f(−x) = −(x1, . . . , xn, 0),
showing that f̄ is well-defined.

Next we argue that f̄ is continuous. The map f is continuous since its components are
continuous functions. By construction of f̄ we have the commutative diagram

Dn

p1
��

f // Sn

p2
��

Dn ∼ f̄ // Sn/ ∼
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where the vertical maps are the projection maps. Since f is continuous, so is the com-
position p2 ◦ f = p1 ◦ f̄ , and hence f̄ (a map out of a quotient space is continuous if and
only if its pre-composition with the projection map is).

The map f provides a bijection between Dn and the upper hemisphere of Sn (including
the equator); the inverse map is given by sending a point (x1, . . . , xn+1) in the upper
hemisphere to (x1, . . . , xn). Since every equivalence class in Sn can be represented by a
point in the upper hemisphere, this implies that f̄ is surjective. Since the only points in
the upper hemisphere that are identified by the equivalence relation on Sn are antipodal
points on the equator, this implies that f̄ is injective.

(6) The quotient space [−1, 1] × [−1, 1]/ ∼ with the equivalence relation generated by
(−1, t) ∼ (1,−t) is represented graphically by the following picture.

b b

This topological space is called the Möbius band. It is homeomorphic to a subspace of
R3 shown by the following picture

(7) The quotient space of the square by edge identifications given by the picture

a

a

b b

is the Klein bottle. It is harder to visualize, since it is not homeomorphic to a subspace
of R3 (which can be proved by the methods of algebraic topology).

(8) The quotient space of the square given by the picture

a

a

b b
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is homeomorphic to the real projective plane RP2. Exercise: prove this (hint: use the
statement of example (5)). Like the Klein bottle, it is challenging to visualize the real
projective plane, since it is not homeomorphic to a subspace of R3.

1.3 Properties of topological spaces

In the previous subsection we described a number of examples of topological spaces X, Y
that we claimed to be homeomorphic. We typically constructed a bijection f : X → Y and
argued that f is continuous. However, we did not finish the proof that f is a homeomorphism,
since we defered the argument that the inverse map f−1 : Y → X is continuous. We note
that not every continuous bijection is a homeomorphism.

For example, the map

f : [0, 1) −→ S1 ⊂ R2 = C given by t 7→ e2πit (1.27)

is a bijection. It is the restriction of the map f̃ : R → R2 given by the same formula; f̃
is continuous since its component functions cos 2πit and sin 2πit are continuos, and hence
f is continuous (with the respect to the subspace topology on [0, 1) ⊂ R and S1 ⊂ R2).
The inverse map g : S1 → [0, 1) is not continuous, since [0, 1/2) ⊂ [0, 1) is open, but
g−1([0, 1/2)) = f([0, 1/2)) consists of the lower semicircle (the intersection of the lower
open halfplane {(x, y) ∈ R2 | y < 0} with S1) and the point (1, 0)) which we claim is not
an open subset of S1. To prove this, assume that f([0, 1/2)) is in fact open in the subspace
topology, i.e., f([0, 1/2)) = S1 ∩ U for some open subset U ⊂ R2. Since (1, 0) ∈ U and
U is open, there is radius r > 0 such that the ball Br((1, 0)) is contained in U , and hence
S1 ∩Br((1, 0)) ⊂ S1 ∩U = f([0, 1/2)). This is the desired contradiction, since no point with
positive y coordinate belongs to f([0, 1/2)).

Fortunately, there are situations where the continuity of the inverse map is automatic as
the following proposition shows.

Proposition 1.28. (Criterion for continuity of inverse). Let f : X → Y be a continuous
bijection. Then f is a homeomorphism provided X is compact and Y is Hausdorff.

This result does not apply to the function (1.27) since the domain of the map is non-
compact.

The goal of this section is to define these notions, prove the proposition above, and to
give a tools to recognize that a topological space is compact and/or Hausdorff.

1.3.1 Hausdorff spaces

Definition 1.29. Let X be a topological space, xi ∈ X, i = 1, 2, . . . a sequence in X and
x ∈ X. Then x is a limit of the xi’s if for any open subset U ⊂ X containing x there is some
N such that xi ∈ U for all i ≥ N .
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Caveat: If X is a topological space with the indiscrete topology 1.9, every point is the
limit of every sequence. There is at most one limit of the xi if the topological space has the
following property:

Definition 1.30. A topological space X is Hausdorff if for every x, y ∈ X, x 6= y, there are
disjoint open subsets U, V ⊂ X with x ∈ U , y ∈ V .

Lemma 1.31. The Euclidean space Rn is Hausdorff. More generally, any subspace U ⊂ Rn

is Hausdorff.

Proof. Let x, y ∈ U with x 6= y. Then the balls Br(x), Br(y) are open subsets in Rn which
are disjoint if we choose the radius r small enough; for example the choice r := dist(x, y)/2
works. Then Br(x) ∩ U and Br(y) ∩ U are disjoint open neighborhoods of x resp. y in U ,
showing that U is Hausdorff.

Lemma 1.32. Let X be a topological space and A a closed subspace of X. If xn ∈ A is a
sequence with limit x, then x ∈ A.

Proof. Assume x /∈ A. Then x is a point in the open subset X \ A and hence by the
definition of limit, all but finitely many elements xn must belong to X \A, contradicting our
assumptions.

1.3.2 Compact spaces

Definition 1.33. An open cover of a topological space X is a collection of open subsets of
X whose union is X. If for every open cover of X there is a finite subcollection which also
covers X, then X is called compact.

Some books (like Munkres’ Topology) refer to open covers as open coverings, while newer
books (and wikipedia) seem to prefer the above terminology, probably for the same reasons
as me: to avoid confusion with covering spaces, a notion we’ll introduce soon.

Example 1.34. (Example of a non-compact space.) The real line R with the metric
topology is non-compact, since the collection of open intervals (n− 1, n+ 1) ⊂ R for n ∈ Z
form an open cover of R, but it does not admit a finite subcover. Indeed, removing just any
one interval (k−1, k+1) from the cover, this is no longer a cover of R, since the point k ∈ R
is not contained in any interval (n− 1, n+ 1) for n 6= k.

While it is easy to show that a topological space X is non-compact (by finding an open
cover without a finite subcover), showing that X is compact from the definition of compact-
ness is hard: you need to ensure that every open cover has a finite subcover. That sounds
like a lot of work... Fortunately, there is a very simple classical characterization of compact
subspaces of Euclidean spaces, see Theorem 1.37.
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Next we will prove some useful properties of compact spaces and maps between them,
which will be the essential ingredients of the proof of Proposition 1.28 as well Proposition ??
which guarantees the existence of minima and maxima of a continuous function f : X → R
on a compact space X.

Lemma 1.35. If f : X → Y is a continuous map and X is compact, then the image f(X)
is compact. In particular, if X is compact, then any quotient space X/ ∼ is compact, since
the projection map X → X/ ∼ is continuous with image X/ ∼.

Proof. To show that f(X) is compact assume that {Ua}, a ∈ A is an open cover of the
subspace f(X). Then each Ua is of the form Ua = Va ∩ f(X) for some open subset Va ∈ Y .
Then {f−1(Va)}, a ∈ A is an open cover of X. Since X is compact, there is a finite subset
A′ of A such that {f−1(Va)}, a ∈ A′ is a cover of X. This implies that {Ua}, a ∈ A′ is a
finite cover of f(X), and hence f(X) is compact.

Lemma 1.36. 1. If K is a closed subspace of a compact space X, then K is compact.

2. If K is compact subspace of a Hausdorff space X, then K is closed.

Proof. The proof of part (1) is a homework problem. To prove (2), we need to show that
X \K is open. So let x ∈ X \K, and we aim to find an open neighborhood U of x which
is contained in U \K. Since X is Hausdorff, and x /∈ K, for each y ∈ K there are disjoint
open neighborhoods Vy of y and Uy of x. This situation is illustrated in the following figure.

X

K

x

y

Vy

Uy

Then Vy ∩K is an open subset of K, and the collection of subsets {Vy ∩K}y∈K is an open
cover of K. The compactness of K guarantees that this contains a finite subcover, i.e., there
are points y1, . . . , yn ∈ K such that

⋃
i=1,...,n Vyi ∩K = K. In particular, K ⊂

⋃
i=1,...,n Vyi .

Then U :=
⋂
i=1,...,n Uyi is an open subset containing x; by construction,

U ∩
⋃

i=1,...,n

Vyi = ∅ and hence U ∩K = ∅,

which proves that U is an open subset in U \K.
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Proof of Proposition 1.28. We need to show that the map g : Y → X inverse to f is continu-
ous, i.e., that g−1(U) = f(U) is an open subset of Y for any open subset U of X. Equivalently
(by passing to complements), it suffices to show that g−1(C) = f(C) is a closed subset of Y
for any closed subset C of C.

Now the assumption that X is compact implies that the closed subset C ⊂ X is compact
by part (1) of Lemma 1.36 and hence f(C) ⊂ Y is compact by Lemma 1.35. The assumption
that Y is Hausdorff then implies by part (2) of Lemma 1.36 that f(C) is closed.

Now we want to apply Proposition 1.28 to show that the continuous bijections that we
constructed in Example 1.25 and Lemma 1.26 are in fact homeomorphism. This requires
that we are able to show that the domain of the map is compact, which is often done using
the the following compactness criterion for subspaces of Euclidean space Rn.

Theorem 1.37. (Heine-Borel Theorem) A subspace K ⊂ Rn is compact if and only if
K is a closed subset of Rn and bounded, i.e., there is some R > 0 such that K is contained
in the ball BR(0) of radius R around the origin.

With this tool in hand, we now revisit Example 1.25(1) and (5):

Example 1.25(1) We have constructed a continuous bijection f : [−1,+1]/{±1} −→ S1.
The domain of f is compact since [−1,+1] is a closed and bounded subset of R
and hence compact by the Heine-Borel Theorem. It follows that the quotient space
[−1,+1]/{±1} is compact by Lemma 1.35. The codomain of f is the circle S1 which
is Hausdorff as a subspace of R2 by Lemma 1.31. Hence f is a homeomorphism by
Proposition 1.28.

Example 1.25(5) We have constructed a continuous bijection f : Dn/ ∼ −→ RPn. The
domain is compact, since it is a quotient of the closed bounded subspace Rn ⊂ Rn. So
it remains to show that the codomain RPn is Hausdorff. It might be tempting to argue
that RPn is Hausdorff, since it is a quotient of the Hausdorff space Sn ⊂ Rn. Alas,
Hausdorff is not a property inherited by quotient spaces as the example below shows.
So a more detailed argument is needed.

Lemma 1.38. The projective space RPn is Hausdorff.

Proof. Let p : Sn → RPn be the projection map. For x ∈ Sn let [x] = p(x) ∈ RPn be
the equivalence class of x, consisting of the pair of antipodal points {x,−x} ⊂ Sn. If
[x] 6= [y] ∈ RPn, then x, −x, y, −y are four distinct points in Sn. Hence for sufficiently small
r the four balls of radius r around these points are pairwise disjoint. In particular,

U := (Br(x) ∪Br(−x)) ∩ Sn and V := (Br(y) ∪Br(−y)) ∩ Sn

are disjoint open subsets of Sn. Then p(U), p(V ) are disjoint open subsets of RPn since
p−1(p(U)) = U and p−1(p(V )) = V .
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Example 1.39. (Example of a Hausdorff space a quotient of which is not Haus-
dorff). The interval (−1, 1) is a subspace of R and so we can form the quotient space
X := R/(−1, 1) where all points belonging to (−1, 1) are identified. We claim that X is
not Hausdorff; more precisely, we claim that the points [−1], [1] ∈ X do not have disjoint
open neighborhoods U 3 [−1], V 3 [1]. To prove this, assume that there are disjoint open
neighborhoods. Then their preimages p−1(U), p−1(V ) under the projection map p : R → X
are disjoint open subsets of R with −1 ∈ p−1(U) and 1 ∈ p−1(V ). Due to these being open
subsets of R, it follows that p−1(U) must contain some point x ∈ (−1, 1) and that p−1(V )
must contain some point y ∈ (−1, 1). It follows that U 3 p(x) = p(y) ∈ V contradicting the
assumption that U and V are disjoint.

The proof of the Heine-Borel Theorem is based on the following two results.

Lemma 1.40. A closed interval [a, b] is compact.

This lemma has a short proof that can be found in any pointset topology book, e.g.,
[Mu].

Theorem 1.41. If X1, . . . , Xn are compact topological spaces, then their product X1×· · ·×Xn

is compact.

For a proof see e.g. [Mu, Ch. 3, Thm. 5.7]. The statement is true more generally for a
product of infinitely many compact space (as discussed in [Mu, p. 113], the correct definition
of the product topology for infinite products requires some care), and this result is called
Tychonoff’s Theorem, see [Mu, Ch. 5, Thm. 1.1].

Proof of the Heine-Borel Theorem. Let K be a compact subspace of Rn. Then K is closed
by Lemma 1.36(2). The collection Br(0) ∩ K, r ∈ (0,∞), is an open cover of K. By
compactness, K is covered by a finite number of these balls; if R is the maximum of the
radii of these finitely many balls, this implies K ⊂ BR(0), i.e., K is bounded.

Conversely, let K ⊂ Rn be closed and bounded, say K ⊂ Br(0). We note that Br(0) is
contained in the n-fold product

P := [−r, r]× · · · × [−r, r] ⊂ Rn

which is compact by Theorem 1.41. So K is a closed subset of P and hence compact by
Lemma 1.36(1).

Here is another interesting consequence of (the easier part of) the Heine-Borel Theorem.

Proposition 1.42. If f : X → R is a continuous function on a compact space X, then f
has a maximum and a minimum.
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Proof. K = f(X) is a compact subset of R. Hence K is bounded, and thus K has an infimum
a := inf K ∈ R and a supremum b := supK ∈ R. The infimum (resp. supremum) of K is the
limit of a sequence of elements in K; since K is closed (by Lemma 1.36 (2)), the limit points
a and b belong to K by Lemma 1.32. In other words, there are elements xmin, xmax ∈ X
with f(xmin) = a ≤ f(x) for all x ∈ X and f(xmax) = b ≥ f(x) for all x ∈ X.

1.3.3 Connected spaces

Definition 1.43. A topological space X is connected if it can’t be written as decomposed
in the form X = U ∪ V , where U, V are two non-empty disjoint open subsets of X.

For example, if a, b, c, d are real numbers with a < b < c < d, consider the subspace
X = (a, b) q (c, d) ⊂ R. The topological space X is not connected, since U = (a, b),
V = (c, d) are open disjoint subsets of X whose union is X. This remains true if we replace
the open intervals by closed intervals. The space X ′ = [a, b] q [c, d] is not connected, since
it is the disjoint union of the subsets U ′ = [a, b], V ′ = [c, d]. We want to emphasize that
while U ′ and V ′ are not open as subsets of R, they are open subsets of X ′, since they can be
written as

U ′ = (−∞, c) ∩X ′ V ′ = (b,∞) ∩X ′,

showing that they are open subsets for the subspace topology of X ′ ⊂ R.

Lemma 1.44. Any interval I in R (open, closed, half-open, bounded or not) is connected.

Proof. Using proof by contradiction, let us assume that I has a decomposition I = U ∪ V
as the union of two non-empty disjoint open subsets. Pick points u ∈ U and v ∈ V , and let
us assume u < v without loss of generality. Then

[u, v] = U ′ ∪ V ′ with U ′ := U ∩ [u, v] V ′ := U ∩ [u, v]

is a decomposition of [u, v] as the disjoint union of non-empty disjoint open subsets U ′, V ′

of [u, v]. We claim that the supremum c := supU ′ belongs to both, U ′ and V ′, thus leading
to the desired contradiction. Here is the argument.

• Assuming that c doesn’t belong to U ′, for any ε > 0, there must be some element of
U ′ belonging to the interval (c− ε, c), allowing us to construct a sequence of elements
ui ∈ U ′ converging to c. This implies c ∈ U ′ by Lemma 1.32, since U ′ is a closed
subspace of [u, v] (its complement V ′ is open).

• By construction, every x ∈ [u, v] with x > c = supU ′ belongs to V ′. So we can
construct a sequence vi ∈ V ′ converging to c. Since V ′ is a closed subset of [u, v], we
conclude c ∈ V ′.
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Theorem 1.45. (Intermediate Value Theorem) Let X be a connected topological space,
and f : X → R a continuous map. If elements a, b ∈ R belong to the image of f , then also
any real number c between a and b belongs to the image of f .

Proof. Assume that c is not in the image of f . Then X = f−1(−∞, c) ∪ f−1(c,∞) is a
decomposion of X as a union of non-empty disjoint open subsets.

There is another notion, closely related to the notion of connected topological space,
which might be easier to think of geometrically.

Definition 1.46. A topological space X is path connected if for any points x, y ∈ X there
is a path connecting them. In other words, there is a continuous map γ : [a, b] → X from
some interval to X with γ(a) = x, γ(b) = y.

Lemma 1.47. Any path connected topological space is connected.

Proof. Using proof by contradiction, let us assume that the topological space X is path
connected, but not connected. So there is a decomposition X = U ∪ V of X as the union of
non-empty open subsets U, V ⊂ X. The assumption that X is path connected allows us to
find a path γ : [a, b]→ X with γ(a) ∈ U and γ(b) ∈ V . Then we obtain the decomposition

[a, b] = f−1(U) ∪ f−1(V )

of the interval [a, b] as the disjoint union of open subsets. These are non-empty since a ∈
f−1(U) and b ∈ f−1(V ). This implies that [a, b] is not connected, the desired contradiction.

For typical topological spaces we will consider, the properties “connected” and “path
connected” are equivalent. But here is an example known as the topologist’s sine curve
which is connected, but not path connected, see [Mu, Example 7, p. 156]. It is the following
subspace of R2:

X = {(x, sin 1

x
) ∈ R2 | 0 < x < 1} ∪ {(0, y) ∈ R2 | −1 ≤ y ≤ 1}.
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2 Topological manifolds

The purpose of this section is to provide interesting examples of topological spaces and home-
omorphisms between them. There are many examples of “weird” topological spaces. There
are non-Hausdorff spaces (they don’t have well-defined limits) or the topologist’s sine curve,
which is connected, but not path connected. While there is a huge literature concerning
pathological topological spaces, I must admit that I find those examples most interesting
that “show up in nature”. For example, topological spaces that appear as “configuration
spaces” or “phase spaces” of physical systems. Often these are a particularly nice kind of
topological space known as manifold.

There is much to say about manifolds. For example, you can find the text books Intro-
duction to topological manifolds and Introduction to smooth manifolds on the reserved book
shelf for this course. For this section, our focus is to discuss manifolds of dimension 2. Unlike
higher dimensional manifolds, we can represent manifolds of dimension 2 by pictures, which
greatly helps the intuition about these objects.

2.1 Definition and basic examples of manifolds

Definition 2.1. A manifold of dimension n or n-manifold is a topological space X which
is locally homeomorphic to Rn, that is, every point x ∈ X has an open neighborhood U
which is homeomorphic to an open subset V of Rn. Moreover, it is useful and customary
to require that X is Hausdorff (see Definition 1.30) and second countable, which means that
the topology of X has a countable basis.

In most examples, the technical conditions of being Hausdorff and second countable are
easy to check, since these properties are inherited by subspaces.

Homework 2.2. Show that a subspace of a Hausdorff space is Hausdorff. Show that a
subspace of a second countable space is second countable.

Examples of manifolds.

1. Any open subset U ⊂ Rn is an n-manifold. The technical condition of being a second
countable Hausdorff space is satisfied for U as a subspace of the second countable
Hausdorff space Rn; a countable basis for the topology on Rn is provided by the
collection of balls Br(x), for which the radius r as well as all components of x =
(x1, . . . , xn) ∈ Rn are rational numbers.

2. The n-sphere Sn := {x ∈ Rn | ||x|| = 1} is an n-manifold. To prove this, let us look at
the subsets

U+
i := {(x0, . . . , xn) ∈ Rn+1 | xi > 0} ⊂ Sn

U−i := {(x0, . . . , xn) ∈ Rn+1 | xi < 0} ⊂ Sn
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We want to argue that the map

φ±i : U±i −→ D̊n given by φ±i (x0, . . . , xn) := (x0, . . . , xi−1, x̂i, xi+1, . . . , xn)

is a homeomorphism, where D̊n := {(v1, . . . , vn) ∈ Dn | v2
1 + · · ·+ v2

n < 1} is the open
n-disk. It is easy to verify that the map

D̊n −→ U±i v = (v1, . . . , vn) 7→ (v1, . . . , vi,±
√

1− ||v||2, vi+1, . . . , vn)

is in fact the inverse to φ±i . Here ||v||2 = v2
1 + · · ·+v2

n is norm squared of v ∈ D̊n. Both
maps, φ±i and its inverse, are continuous since all their components are continuous.
This shows that φ±i is in fact a homeomorphism, and hence the n-sphere Sn is a
manifold of dimension n.

Homework 2.3. Show that the product X×Y of manifold X of dimension m and a manifold
Y of dimension n is a manifold of dimension m+n. Make sure to prove that X×Y is second
countable and Hausdorff.

Homework 2.4. Show that the real projective space RPn is manifold of dimension n. Make
sure to prove that RPn is second countable (we know it is Hausdorff by Lemma 1.38.

Examples of manifolds of dimension 2.

1. The 2-torus T can be described as subspace of R3, as the product S1 × S1 and as
the quotient of the square [0, 1]× [0, 1] by the identifying its edges as indicated in the
following picture (see Example 1.25(4)):

a

a

b b

From the description of the torus as the product S1×S1 and Lemma ?? it follows that
the torus is a manifold of dimension 2.

2. The real projective plane RP2. We recall from Example 1.25 (8) and Lemma 1.26 that
RP2 is homeomorphic to the quotient spaces of the square resp. disk by identifying
edges as indicated by the following pictures.

a

a

b b

a

a



2 TOPOLOGICAL MANIFOLDS 25

We prefer to draw the disk D2 as a bigon here, since our goal is to describe all compact
connected 2-manifolds as quotients of polygons by suitably identifying edges. We think
of the bigon as a polygon with two vertices and two edges.

3. In Example 1.25(7) we defined the Klein bottle K as the quotient of the square with
the identification of edges given by the following picture.

a

a

b b

It is not hard to verify directly that K is a manifold of dimension 2 (draw open
neighborhoods of a point in the interior of the square, on an edge of the square and
of the one point of K represented by the vertices to convince yourself). Alternatively,
we will see in Lemma ?? that the Klein bottle is homeomorphic to the connected sum
RP2#RP2 of two copies of the projective plane RP2, which implies in particular that
K is a 2-manifold.

4. The surface Σg of genus g is the subspace of R3 given by the following picture:

. . .

︸ ︷︷ ︸
g

Here g is the number of “holes” of Σg. In particular Σ1, the surface of genus 1, is
the torus. By convention, the surface Σ0 of genus 0 is the 2-sphere S2. Since we have
described the surface of genus g as a subspace of R3 given by a picture rather than
a formula, it is impossible to give a precise argument that this subspace is locally
homeomorphic to R2, but hopefully the picture makes this obvious at a heuristic level.

2.2 The connected sum construction

This construction produces a new manifold M#N of dimension n from two given manifolds
M and N of dimension n. The manifold M#N is called the connected sum of M and N .
The construction proceeds as follows. First we make some choices:
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• We pick points x ∈M and y ∈ N .

• We pick a homeomorphism φ between an open neighborhood U of x and the open
ball B2(0) of radius 2 around the origin 0 ∈ Rn. Similarly, we pick a homeomorphism

ψ : V
≈−→ B2(0) where V ⊂ N is an open neighborhood of y ∈ N .

The existence of homeomorphisms φ, ψ with these properties follows from the assumption
that M , N are manifolds of dimension n. This implies that there is an open neighborhood
U ′ ⊂M of x and a homeomorphism φ′ between U ′ and an open subset V ′ ⊂ Rn. Composing
φ by a translation in Rn we can assume that φ(x) = 0 ∈ Rn. Since V ′ is open, there is some
ε > 0 such that the open ball Bε(0) of radius ε around 0 ∈ Rn is contained in V ′. Then
restricting φ′ to U := (φ′)−1(Bε(0)) ⊂ M gives a homeomorphism between U and Bε(0).
Then the composition

U
φ′U
≈

// Bε(0)
multiplication by 2/ε

≈
// B2(0)

is the desired homeomorphism φ between a neighborhood U of x ∈ M and B2(0) ⊂ Rn.
Analogously, we construct the homeomorphism ψ. Here is a picture illustrating the situation.

M N

B2(0) ⊂ Rn

x

U

y

V

φ ψ

The next step is to remove the open disc φ−1(B1(0)) from the manifold M and the open
disc ψ−1(B1(0)) from the manifold N . The following picture shows the resulting topological
spaces M\φ−1(B1(0)) and N\ψ−1(B1(0)). Here the red circles mark the points corresponding
to the sphere Sn−1 ⊂ B2(0) via the homeomorphisms φ and ψ, respectively.

M \ φ−1(B1(0)) N \ ψ−1(B1(0))
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The final step is to pass to a quotient space of the union

M \ φ−1(B1(0)) ∪ N \ ψ−1(B1(0))

given by identifying points in φ−1(Sn−1) with their images under the homeomorphism

φ−1(Sn−1)
≈−→ ψ−1(Sn−1) z 7→ ψ−1(φ(z)).

The connected sum M#N is this quotient space. In terms of our pictures, the manifold
M#N is obtained by gluing the two red circles, and is given by the following picture.

M#N

Question: Is M#N independent of the choices made in its construction? A
crucial ingredient of the construction of the connected sum M#N are the homeomorphisms

M ⊃ U
φ−→ B2(0) ⊂ Rn and N ⊃ V

ψ−→ B2(0) ⊂ Rn. Since we remove in the first step of
the construction the open disks φ−1(B1(0) ⊂ M and ψ−1(B1(0) ⊂ N , the set M#N will be
different if we remove different disks.

Fact: Up to homeomorphism, the topological space M#N does not depend on these choices
if “we are careful with orientations”. Fortunately, for 2-dimensional manifolds, it is always
independent of the choices.

Later this semester we will define what an orientation for a smooth manifold is (which
is easier than defining an orientation for a topological manifold). We will restrict us to
2-manifolds, so orientations don’t play a role, and we use the fact above for 2-manifolds
without proof.

Example 2.5. (Examples of connected sums).

1. Our pictures above show that the connected sum Σ2#T of the surface of genus two
and the torus is homeomorphic to the surface of genus 3. More generally, it is clear
from drawing appropriate pictures that the connected sum Σg#Σg′ is homeomorphic
to Σg+g′ of genus g + g′. It follows that

T#T# . . .#T︸ ︷︷ ︸
g

≈ Σg.



2 TOPOLOGICAL MANIFOLDS 28

Strictly speaking, we have mathematically defined what we mean by a surface of genus
g only for g = 1 (it is the torus T ) and for g = 0 (it is the sphere S2). For g > 1, we have
only drawn a picture of what we mean by a surface of genus g, and hence we can prove
the statement Σg#Σg′ ≈ Σg+g′ only at that level of precision: by drawing pictures.
From mathematical point of view, we can (and will) view the above homeomorphism
now as the definition of the surface of genus g.

2. The connected sum Xk := RP2# . . .#RP2︸ ︷︷ ︸
k

is a 2-manifold that, together with the

surface of genus g, plays an important role in the Classification Theorem for compact
connected 2-manifolds 2.6. Munkres refers to Xk as the k-fold projective plane [Mu,
Definition on p. 462].

2.3 Classification of compact connected 2-manifolds

Theorem 2.6. (Classification of compact connected 2-manifolds.) Every compact
connected manifold of dimension 2 is homeomorphic to exactly one of the following manifolds:

• The surface of genus g, denoted Σg which is the connected sum T# . . .#T︸ ︷︷ ︸
g

of g copies

of the torus T , for g > 0, and the 2-sphere S2 for g = 0.

• The connected sum Xk = RP2# . . .#RP2︸ ︷︷ ︸
k

of k copies of the real projective plane RP2,

k ≥ 1;

In this class, we won’t give a complete proof of this classification result, but we will
introduce the techniques used for the proof of this theorem (see e.g., [Mu]), and we prove
partial results. Like any classification result, the classification of 2-manifolds involves two
quite distinct aspects:

(1) the proof that the 2-manifolds Σ0, Σ1, Σ2,. . . , X1, X2,. . . are pairwise non-homeomorphic.

(2) the proof that any compact connected 2-manifold Σ is homeomorphic to a manifold on
this list.

We will prove part (1) by introducing the Euler characteristic for compact 2-manifolds in
section 2.4 and showing that this invariant can be used to show that Σg is not homeomorphic
to Σg′ for g 6= g′ and that Σk is not homeomorphic to Σk′ for k 6= k′, see 2.14. But the Euler
characteristic can’t be used to show that Σg and X2g are not homeomorphic, since they have
the same Euler characteristic. In section ?? we define what it means for a 2-manifold to be
orientable and we distinguish these manifolds by showing that Σg is orientable for all g ≥ 0,
while none of the manifolds Xk is orientable.
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At first glance some manifolds are conspicuously absent from the Classification Theorem,
for example, what about the Klein bottle K? What about connected sum that involve tori
and projective planes, e.g., T#RP2? In section 2.5 we will prove the following results.

Lemma 2.7. 1. The connected sum RP2#RP2 of two copies of the projective plane is
homeomorphic to the Klein bottle K.

2. The connected sum RP2#T of a projective plane and the torus is homeomorphic to
RP2#RP2#RP2.

More precisely in section 2.5, we will develop the technique used to verify these statements
and will prove part (2), leaving the easier part (1) as a homework problem. Then we will
outline how these techniques are used to show that any compact connected 2-manifold is
homeomorphic to Σg or Xk.

2.4 The Euler characteristic of compact 2-manifolds

In this section we introduce the Euler characteristic of compact 2-manifolds. This invariant
will allows us to show that some compact 2-manifolds are not homeomorphic. Our definition
of the Euler characteristic is very geometric (and not particularly precise).

Definition 2.8. Let Σ be a compact 2-manifold. A graph Γ on Σ is a collection of finitely
many points v1, . . . , vk ∈ Σ (called vertices) and finitely many paths ei : [0, 1] → Σ, i =
1, . . . , ` (called edges) such that

• the endpoints of ei belong to the set of vertices V := {v1, . . . , vk}.

• the only intersection points of paths occur at their endpoints.

We call a graph Γ a pattern of polygons if the complement of all vertices and edges in Σ is a
disjoint union of subspaces homeomorphic to open 2-disks.

Example 2.9. Both pictures below show examples of graphs Γ, Γ′ on the torus T . The
complement of Γ in T is the open square, and hence Γ is a pattern of polygons. The
complement of Γ′ is a cylinder, and so Γ′ is not a pattern of polygons.

Γ

e1

e2v1

e1

v1

Γ′
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Let Γ be a pattern of polygons on a compact 2-manifold Σ.

χ(Σ; Γ) := #{vertices} −#{edges}+ #{polygons}.

For example, the surface of a cube is homeomorphic to the sphere S2. Via this homeomor-
phisms, the vertices, edges and faces of the cube can be interpreted as a pattern of polygons
Γcube on S2. More physically, think of the edges of the cube as a wireframe inside of a translu-
cent sphere equipped with a light source at its center. Then the shadows of the edges give
pattern of polygons (in this case quadrilaterals) on the sphere. Similarly, the tetrahedron
can be interpreted as giving a pattern of polygons Γtetra on the sphere.

Γcube
Γtetra

We observe that

χ(S2; Γcube) = 8− 12 + 6 = 2

χ(S2; Γcube) = 4− 6 + 4 = 3

give the same number, independent whether we choose the pattern Γcube or Γtetra on S2.
This is in fact true generally:

Lemma 2.10. Let Γ, Γ′ be two patterns of polygons on a compact 2-manifold Σ. Then
χ(Σ; Γ) = χ(Σ; Γ′).

Proof. Step 1. By moving the vertices and edges of the graph Γ′ a little bit, we can assume
that the vertex sets of Γ and Γ′ are disjoint, and that that there are only finitely many
intersection points between edges of Γ and edges of Γ′. We claim that then there is a pattern
of polygons Γ′′ which is a refinement of both, Γ and Γ′. This means that Γ′′ can be obtained
from Γ (resp. Γ′) by inductively adding new vertices on the interior of existing edges, and
adding new edges between two vertices of a polygon.

The graph Γ′′ is constructed as follows:

• The vertices of Γ′′ are the vertices of Γ, the vertices of Γ′ and all intersection points of
edges of Γ and edges of Γ′.

• The edges of Γ′′ are segments of edges of Γ or Γ′ whose endpoints are vertices of Γ′′.
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The following picture shows (part of) the graph Γ on some surface Σ with black vertices and
edges and (part of) the graph Γ′ colored red.

The graph Γ′′ is simply the graph you see when we you ignore the color (and indicate that
every intersection point is a vertex by drawing a little dot). It is clear that the complement
of the graph Γ′′ in Σ is again a disjoint union of open balls, since each connected component
of the complement is an (open) polygon obtained by subdividing a polygon of Γ by edges.

To show that Γ′′ is a refinement of Γ we first add all intersection points of edges of Γ and
Γ′ as new vertices (which subdivide the existing edges of Γ). Before we can add vertices of
Γ′ we need to add new edges: if w is a vertex of Γ′ in the interior of some polygon P of Γ
(e.g., the top red vertex in the black hexagon in the center of the picture above), there is a
path through w along red edges that starts at some intersection point x of a red edge with
an edge of P and ends at an intersection point y of some red edge with an edge of P . The
following picture shows the vertex w, and the path along red edge segments (indicated by
arrows) starting at x and ending at y.

w′

w
x

y
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We add this path as a new edge to our graph. Then we can add the red vertices w and
w′ to our graph (thus subdividing our new edge). Finally, we add the three additional red
edges that connect w resp. w′ to intersection points on the boundary of P . Doing this for
all polygons of Γ we see that Γ′′ is a refinement of Γ.

Step 2. Let Γ1 be a pattern of polygons on Σ, and let Γ2 be obtained by adding a new vertex
to the interior of an edge of a graph Γ1. We claim that χ(Σ; Γ2) = χ(Σ; Γ1). To prove this,
let V (Γi) be the number of vertices, E(Γi) the number of edges and F (Γi) the number of
faces of Γi. We note that V (Γ2) = V (Γ1), due to the additional vertex, and E(Γ2) = E(Γ1),
since the creation of the new vertex on an edge subdivides that edge in two edges. The
number of faces is unchanged and hence

χ(Σ; Γ2) = V (Γ2)− E(Γ2) + F (Γ2) = (V (Γ1) + 1)− (E(Γ1) + 1) + F (Γ1) = χ(Σ; Γ1).

Step 3. Let Γ1 be a pattern of polygons on Σ, and let Γ2 be obtained by introducing a new
edge which connects two vertices of some polygon in Γ1. Then the number of edges and faces
goes up by one while the number of vertices is unchanged. Hence again, χ(Σ,Γ2) = χ(Σ,Γ1).

Steps 2 and 3 show that the alternating sum χ(Σ; Γ) doesn’t change when we refine
the graph Γ by adding vertices or edges. In particular, due to the existence of a common
refinement Γ′′ of graphs Γ and Γ′ we conclude that

χ(Σ,Γ) = χ(Σ,Γ′′) = χ(Σ,Γ′).

Definition 2.11. Let Σ be a compact 2-manifold. The Euler characteristic of Σ is defined
to be the integer χ(Σ) := χ(Σ; Γ).

To calculate the Euler characteristic of the torus T , the Klein bottle K and the real
projective plane RP2 we use the fact that all three spaces can be described as quotients of
polygons by identifying edges equipped with the same label.

a

a

b b

T

a

a

b b

K

a

a

RP2

The square from which the torus and the Klein bottle is built has four vertices, four edges
and one face. However, we need to count vertices, edges and faces not for the square, but
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for the quotient space. The edges labeled a (resp. b) map to the same edge in the quotient
under the projection map. Similarly, all four vertices (of the square) and the two vertices
(of the bigon) map to the same vertex in the quotient. This shows that

χ(T ) =1− 2 + 1 = 0

χ(K) =1− 2 + 1 = 0

χ(RP2) =1− 1 + 1 = −1

We note that a homeomorphism f : Σ
≈−→ Σ′ between two compact 2-manifolds allows us to

interpret a pattern of polygons Γ on Σ as a pattern of polygons on Σ′. This shows that the
Euler characteristic of homeomorphic manifolds agrees. In others words, the Euler charac-
teristic is an invariant that allows us to show that some 2-manifolds are not homeomorphic.
In particular, our calculations above imply:

Corollary 2.12. The compact 2-manifolds S2, T and RP2 are pairwise non homeomorphic
to each other.

Lemma 2.13. Let Σ, Σ′ be compact 2-manifolds. Then χ(Σ#Σ′) = χ(Σ) + χ(Σ′)− 2.

The proof is a homework problem.

Applying this inductively to the connected sums

Σg = T# . . .#T︸ ︷︷ ︸
g

and Xk = RP2# . . .#RP2︸ ︷︷ ︸
k

leads to the following result.

Corollary 2.14. χ(Σg) = 2− 2g and χ(Xk) = 2− k. In particular, Σg is homeomorphic to
Σg′ if and only if g = g′, and Xk ≈ Xk′ if and only if k = k′.

2.5 A combinatorial description of compact connected 2-manifolds

The Euler characteristic is an invariant which is very useful to show that two compact
2-manifolds are not homeomorphic. As advertised earlier, the goal of this section is introduce
the technique used to construct homeomorphisms between 2-manifolds, notably to show that
the Klein bottle Kis homeomorphic to RP2#RP2 and T#RP2 ≈ RP2#RP2#RP2.

We recall that all three manifolds T , K and RP2 can be described as polygons (squares
resp. bigons) with edge identifications as shown in the following table.
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space combinatorial picture word

T = torus

a

a

b b aba−1b−1

K = Klein bottle

a

a

b b aba−1b

RP2 = projective plane

a

a

aa

If we choose a distinguished vertex for these polygons, indicated by a black dot in the
picture above, then the labeling of the edges by letters a, b and arrows can be encoded as
follows. Going along the edges of the polygon clockwise, starting at the distinguished vertex,
we write down for each edge

• the letter a if the edge has label a and the arrow of the edge points in the clockwise
direction, or

• the letter a−1 if the edge has label a and the arrow of the edge points in the counter-
clockwise direction.

Doing this in order for all of the edges of the polygon, we obtain a string of symbols, that
is, a word whose letters are the edge labels and their inverses. The words obtained this way
for our examples are shown in the third column of the table above. This process can be
reversed by interpreting a word W consisting of letters a, a−1, b, b−1, . . . as giving the edges
of a polygon P a label and a direction. This in turn determines an equivalence relation ∼W
on P according to which corresponding points on edges with the same label are identified,
and hence a quotient space Σ(W ) := P/ ∼W . Here is the formal definition.

Definition 2.15. Let L be a set whose elements we refer to as labels, typically a, b, · · · ∈ L.
Let W = x1x2 . . . xn be an n letter word with letters xi belonging to the alphabet, which is
the set consisting of the symbols ` and `−1 for ` ∈ L. So typically, our alphabet is the set
A = {a, a−1, b, b−1, . . . }.

Let Pn be an n-gon (i.e., the polygon with n edges) with a distinguished vertex. Go-
ing around Pn clockwise, starting at the distinguished vertex, label the edges of Pn by
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x1, x2, . . . , xn. More precisely, if xi = ` or xi = `−1 label the i-th edge by the label ` and
equip it with an arrow according to the convention explained above. Let ∼W be the equiva-
lence relation on Pn which identifies any point on an edge labeled ` with the corresponding
point on any other edge with the same label. Then the topological space associated to W ,
denoted Σ(W ) or Σ(x1x2 . . . xn) is defined to be the quotient space Pn/ ∼W .

Warning. While all the spaces Σ(W ) mentioned as examples above were manifolds, this
is not generally the case. For example Σ(W ) = Σ(aaaa) is not a manifold. To see this,
consider a point x1 in the interior of an edge of the square P4. The equivalence class
[x1] ∈∈ Σ(W ) = P4/ ∼W consists of the four points x1, x2, x3, x4, one on each edge as shown
in the picture below. An open neighborhood of a point xi consists of the dark semi-disk Si
containing xi.

a

a

a a

x1

S1

x2S2

x3

S3

x4 S4

Σ(aaaa) =

It follows that an open neighborhood of [x1] ∈ Σ(W ) has the form

(S1 ∪ S2 ∪ S3 ∪ S4) / ∼,

where the equivalence relation is the restriction of ∼W to the union of these semi-circles.
More geometrically, this is obtained by gluing these four semi-disks along there straight edge.
Here is a picture of that quotient space; the red line is the line where the semi-disks are glued
together and the marked point is the point [x1] ∈ Σ(W ).

S3

S4

S1

S2

The following properties are immediate consequences of the construction of Σ(W ). We
state it as a lemma to reference it later.
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Lemma 2.16. (1) Let W be a word built from labels in a set L. Let L↔ L′ be a bijection
of sets, and let W ′ be the word obtained by replacing each occurrence of the letter `±1 by
(`′)±1 where `′ corresponds to ` via the bijection. Then Σ(W ) ≈ Σ(W ′).

(2) If xi ∈ A = {a, a−1, b, b−1, . . . }, then Σ(x1x2 . . . xm) ≈ Σ(x2x3 . . . xmx1). More generally,
for words W1, W2 with letters in A there is a homeomorphism Σ(W1W2) ≈ Σ(W2W1).
Here W1W2 is the concatenation of the words W1 and W2. More explicitly, if W1 =
x1 . . . xm and W2 = y1 . . . yn, then W1W2 = x1 . . . xmy1 . . . yn.

Proof. Part (1) is evident. To prove part (2) consider the following figure showing a polygon
with edges marked by the letters xi.

x2

x1

xm

p

p′

The labeling of the edges determines the equivalence relation and hence the quotient space.
Just in order to read off a word, we need to pick a vertex. If we pick the vertex labeled p
in the picture above, that word is x1x2 . . . xm; if we choose p′ instead, the resulting word is
x2 . . . xmx1. This proves that Σ(x1 . . . xm) is homeomorphic to Σ(x2 . . . xmx1). Moving one
letter of the word W1 to right at a time we see that

Σ(W1W2) = Σ(x1 . . . xmy1 . . . yn) ≈ Σ(x2 . . . xmy1 . . . ynx1) ≈ Σ(x3 . . . xmy1 . . . ynx1x2)

≈ · · · ≈
≈ Σ(xmy1 . . . ynx1 . . . xm−1) ≈ Σ(y1 . . . ynx1 . . . xm) = Σ(W2W1)

Proposition 2.17. Let M , N be two compact connected 2-manifolds which are described
combinatorially as M = Σ(W1), N = Σ(W2), where W1 and W2 are words from disjoint
alphabets. Then the connected sum M#N is homeomorphic to Σ(W1W2).

Proof. Let W1 = x1 . . . xm and W2 = y1 . . . yn. Then M and N are described quotient spaces
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by the combinatorial pictures

M = Σ(x1 . . . xm) =

x1

x2

xm−1

xm

N = Σ(y1 . . . yn) =

yn
yn−1

y2

y1

Here the dot marks the distinguished vertex. Now we remove an open disk D̊2 from M and
N . In the pictures below, this is the disk enclosed by the curve labeled c. So after removing
the open disk bounded by the curve c, this curve is the boundary of the resulting manifold
with boundary.

M \ D̊2 =

x1

x2

xm−1

xm

c

N \ D̊2 =

yn
yn−1

y2

y1

c

Finally gluing these two spaces along the boundary circle c we obtain the connected sum
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M#N , which looks as follows:

c

x1

x2

xm−1

xm y1

y2

yn−1

yn

M#N =

This shows that the connected sum M#N is homeomorphic to

Σ(x1 . . . xmy1 . . . yn) = Σ(W1W2)

as claimed.

Corollary 2.18. (1) Σg = T# . . .#T︸ ︷︷ ︸
g

is homeomorphic to Σ(a1b1a
−1
1 b−1

1 a2b2a
−1
2 b−1

2 . . . agbga
−1
g b−1

g ).

(2) RP2# . . .#RP2︸ ︷︷ ︸
k

is homeomorphic to Σ(a1a1a2a2 . . . akak).

Proof. To prove part (1), we recall T ≈ Σ(aba−1b−1). Then

T# . . .#T︸ ︷︷ ︸
g

≈Σ(a1b1a
−1
1 b−1

1 )# . . .#Σ(agbga
−1
g b−1

g )

≈Σ(a1b1a
−1
1 b−1

1 . . . agbga
−1
g b−1

g ),

where the last homeomorphism follows from the proposition. Similarly, to prove part (2),
we use that RP2 ≈ Σ(aa) and hence

RP2# . . .#RP2︸ ︷︷ ︸
k

≈Σ(a1a1)# . . .#Σ(akak)

≈Σ(a1a1a2a2 . . . akak)

Proposition 2.19. Let W1, W2, W3 be words, and let a be a letter which does not occur in
these words. Then there are homeomorphisms

Σ(W1aW2aW3) ≈ Σ(W1aaW
−1
2 W3) (2.20)

Σ(W1aW2aW3) ≈ Σ(W1W
−1
2 aaW3) (2.21)

Here W−1
2 is the inverse of the word W2 = x1 . . . xn, given explicitly by W−1

2 = x−1
n . . . x−1

1

(as for products of elements of a group).
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Proof. By part (2) of Lemma 2.16 there are homeomorphisms

Σ(W1aW2aW3) ≈ Σ(aW2aW
′) and Σ(W1aaW

−1
2 W3) ≈ Σ(aaW−1

2 W ′)

where W ′ = W3W1. Hence it suffice to produce homeomorphisms

Σ(aW2aW
′) ≈ Σ(aaW−1

2 W ′) (2.22)

Σ(aW2aW
′) ≈ Σ(W−1

2 aaW ′) (2.23)

The homeomorphism (2.22) is given by the composition of the following homeomorphisms

Σ(aW2aW
′) ≈

a

W2

a

W ′ ≈
c

a

W ′

a

W2
c

≈

W ′ c

a

a

c
W2

≈

c

c
W2

W ′

≈ Σ(ccW−1
2 W ′) ≈ Σ(aaW−1

2 W ′)

1. Here the first homeomorphism is an equality, by definition of the quotient space
Σ(aW2aW

′) associated to the word aW2aW
′;

2. The second homeomorphism arises by cutting the square along the diagonal. (Strictly
speaking, this “square” is a polygon which may have many many more than four
edges: the number of edges is the length of the word aW2aW

′. However, if we draw
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the edges corresponding to the words W ′ and W2 vertically, and the two edges labeled
a horizontally, then this polygon very much looks like a square, and so we prefer to
use that terminology.) This results in two triangles (again, a slight abuse of language).
We label the two new edges by the same label c (a new label distinct from all the other
labels used so far) and the indicated direction. In Definition 2.15 we interpreted the
labeling of the edges of one polygon as giving an equivalence relation on the polygon
and hence an associated quotient space. Generalizing from one polygon with edge
labeling to a disjoint union of polygons with edge labeling, we again interpret these
pictures as giving us a quotient of the disjoint union of polygons by identifying all
edges with the same label. Note that the order in which we glue the edges is irrelevant,
and hence first gluing along the edge c gives back the previous quotient space.

3. The third homeomorphism is tautological, since the picture shows the same two poly-
gons with the same edge labeling – we only moved the polygon drawn on the top right
in the second picture to be below the other polygon (and we flipped it), so that the
two edges labeled a in the two polygons are lined up.

4. The argument for the fourth homeomorphism is the same as for the second homeomor-
phism: first gluing along the edge labeled a, and then along the other edges gives the
same quotient as identifying all edges with the same label simultaneously.

5. The fifth homeomorphism holds by definition of Σ(ccW−1
2 W ′).

6. The sixth homeomorphism holds, since we may rename edges without changing the
quotient they describe (see Lemma 2.16).

The homeomorphism (2.23) is constructed completely analogously by a sequence of pictures.
The difference comes from using the other diagonal to cut the square in the first picture
(going from the top right to the bottom left corner).

Proof of Lemma 2.7(2). The desired homeomorphism is given by the following composition
of homeomorphism. The numbers below these homeomorphism indicate the reference to the
appropriate Lemma/Proposition/Definition.

T#RP2 ≈
(2.5)

Σ(aba−1b−1)#Σ(cc) ≈
(2.19)

Σ(aba−1b−1cc) ≈
(2.21)

Σ(abcbac)

≈
(2.20)

Σ(abbc−1ac) ≈
(2.16)(2)

Σ(bbc−1aca) ≈
(2.21)

Σ(bbc−1c−1aa)

≈
(2.19)

Σ(bb)#Σ(c−1c−1)#Σ(aa) ≈
(2.5)

RP2#RP2#RP2
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Outline of the constructive part of the Classification Theorem 2.6. Here by “constructive part”
we mean the statement that every compact connected 2-manifold is homeomorphic to either
Σg or Xk.

1. Show that every compact surface Σ admits a pattern of polygons Γ. Usually, this
is stated as the stronger statement that every compact surface can be triangulated,
meaning that it admits a pattern of triangles. Labeling all edges of Γ with a different
letter and an arrow, and then cutting Σ along all edges gives a disjoint union of labeled
polygons. By construction, Σ is the homeomorphic to the quotient space of this disjoint
union by gluing along the pair of edges with the same label (see [Mu, Thm. 78.1]).

2. The number of polygons involved can be reduced by one by gluing pairs of edges with
the same label belonging to different polygons. Inductively, this shows that Σ can be
obtained by edge identifications of one polygon (see [Mu, Thm. 78.2]).

3. Use moves of the type described in Lemma 2.16 or Proposition 2.19 to show that the
labeling of the edges of the polygon can be modified without changing the homeomor-
phism type of the quotient space to obtain the standard labeling for the surface of
genus g or the k-fold projective space Xk (see [Mu, Thm. 77.5]).

2.6 Orientable 2-manifolds

Goal of this section is to define what “orientable” means for 2-manifolds (Definition 2.24)
and to show that Σg, the surface of genus g is orientable, and that Xk, the k-fold projective
plane, is not orientable (Proposition 2.25).

Definition 2.24. A 2-manifold Σ is non-orientable if it contains a subspace homeomorphic
to the Möbius band. Otherwise Σ is called orientable.

Proposition 2.25. (i) The k-fold projective plane Xk = RP1# . . .#RP2 is not orientable

(ii) The surface Σg of genus g is orientable.

If f : Σ→ Σ′ is a homeomorphism of 2-manifolds, then either both are orientable, or both
are non-orientable, since if Σ contains a subspace M homeomorphic to the Möbius band,
then f(M) is a subspace of Σ′ homeomorphic to the Möbius band. This in particular shows
that Σg is not homeomorphic to Xk for any k. We recall that for k = 2g these two manifolds
have the same Euler characteristic, meaning that we needed a different invariant to show
that these two are not homeomorphic.
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Proof. Proof of part (i). We use our standard description of Xk as Σ(a1a1a2a2 . . . akak).
The picture below shows the polygon, emphasizing the part of it involving the first two
edges labeled a1. When the two edges labeled a1 are identified, the bicolored strip inside the
polygon turns into a Möbius strip, since the blue part of the strip gets identified with the
gray part and vice versa. This shows that Xk contains a Möbius band and hence Xk is not
orientable.

a1

a1

For the proof of part (ii) it will be useful to have the following recognition principle for
the Möbius band.

Lemma 2.26. Let M be the (open) Möbius band M = ([0, 1] × (−1, 1))/ ∼, where the
equivalence relation is given by (0, t) ∼ (1,−t) for all t ∈ (0, 1). Let C ⊂ M be the central
circle of M , given by the image of the loop γ : [0, 1]→M defined by γ(s) := [s, 0]. Let U be
an open neighborhood of C, i.e., U is an open subset of M which contains C. Then there
exists a neighborhood V of C with V ⊂ U such that the complement V \C is path connected.

Proof of part (ii). Suppose that Σg is non-orientable, i.e., there is a map f from the
Möbius band M to Σg that is a homeomorphism onto its image. More precisely, M is the
open Möbius band that we describe as the quotient space M = ([0, 1]× (−1, 1))/ ∼, where
the equivalence relation is given by (0, t) ∼ (1,−t) for all t ∈ (0, 1). Let γ : [0, 1] → M be
the central loop in the Möbius band, defined by γ(s) := [s, 0], and letδ : I → Σg be the loop
in Σg given by the composition f ◦ γ.

As usual, we describe Σg as the quotient space of the 4g-gon P4g modulo edge identifi-
cations described by the word a1b1a

−1
1 b−1

1 . . . agb1a
−1
1 b−1

1 . The picture below shows the the
torus T = Σ1 as the quotient of the square = P4.

a1

a1

b1b1
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The four red path segments determine a loop in the quotient space Σ1 = P4/ ∼, which
is an example of the loop δ we are considering. The colored strip S around the loop δ is
mathematically speaking an open neighborhood of image(δ). The complement S \ image(δ)
is the disjoint union of the two open half-strips S+ (colored blue) and S− (colored black).
We observe that under the edge identification points belonging to the blue (resp. black) part
of the strip are identified with points lying in a region of the same color. This is the crucial
difference between this picture and the previous one.

We will show that the image of δ is contained in small strip S around it which is two-
sided, meaning that the complement S \ image(δ) is the union of two open disjoint subsets
S+, S− ⊂ S

As usual, we describe Σg as the quotient space of the 4g-gon P4g modulo edge identifi-
cations described by the word a1b1a

−1
1 b−1

1 . . . agb1a
−1
1 b−1

1 . Let p : P4g → Σg be the projection
map, let x0 ∈ Σg the image under p of all vertices of P4g, and let α1, . . . , αg, β1, . . . , βg be
the 2g loops in Σg given by the images of the edges of P4g. By moving the point x0 a little
bit, and a deformation of the paths αi, βi, we can assume that

• the path δ does not go through the point x0;

• the point δ(0) = δ(1) does not lie on any of the loops α1, . . . , αg, β1, . . . , βg;

• the path δ intersects these loops in only finitely many points;

• at any intersection point the path δ crosses the loop it intersects with.

Let 0 < s1 < · · · < sk < 1 be the only values of s for which δ(s) is an intersection point. It
will be convenient to reparametrize the path δ to obtain a new path

δ′ : [s1, . . . , 1 + s1] −→ Σg given by δ′(s) :=

{
δ(s) s1 ≤ s ≤ 1

δ(s− 1) 1 ≤ s ≤ 1 + s1

Identifying the complement of the loops α1, . . . , αg, β1, . . . , βg in Σg with the interior of the
polygon P4g, we obtain paths

δi : [si, si+1]→ P4g

for i = 1, . . . , k, defining sk+1 := 1 + s1, such that for s ∈ [si, si+1 δi(s) ∈ P4g maps to
δ′(s) ∈ Σg under the projection map p : P4g → Σg for i = 1, . . . , k − 1, and

p(δk(s)) =

{
δ(s) s ∈ [sk, 1]

δ(s− 1) s ∈ [1, 1 + s1]

We note that the paths δ1, . . . , δk are disjoint. Since the path δ : [0, 1] → Σg is injective,
except for mapping both endpoints to the same points, it is clear that the only intersection
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points are possibly given by δi(si+1) and δi+1(si+1). Both of these points map to the same
point δ(si+1) under the projection map p : P4g → Σg. However, our requirement that the
path δ crosses the loops at an intersection point implies that the points δi(si+1) and δi+1(si+1)
must belong to different edges of P4g (that map to the same loop under the projection map
p).

It follows that we can thicken each path δi into a narrow open strip Si around the path
such that

• the intersection of Si with the boundary ∂P4g consists of two little intervals around the
endpoints of δi, contained in the edges these endpoints lie on.

• the strips S1, . . . , Sk are mutually disjoint.

Let S The complement of the path δi inside the strip has two connected components. We
can use the right hand rule to distinguish these components: pointing the thumb of our right
hand in the direction of the path δi, our index finger points to one connected component of
Si \ image of δi that we denote S+

i ; we write S−i for the other connected component. The
crucial observation is that for each pair of edges of P4g that are identified in Σg, the arrows
of these edges are pointing in opposite direction (i.e, if one arrow points clockwise, the other
points counterclockwise and vice versa). It follows that S+

i get identif
these strips are still disjoint, and
that it contains a subspace M which is homeomorphic to the open Möbius band. Let C ⊂

Σg be the image of the closed central circle of the Möbius band. Composing a parametrization
of the central circle with the homeomorphism then gives a loop γ : I → C ⊂ M ⊂ Σg.
Identifying Σg as usual with the quotient of the 4g-gon P4g modulo edge identifications, we
can assume after deforming γ slightly that it misses the one point of Σg that is the image of
all vertices of P4g.

The path γ does not lift to a path in P4g; rather

Proof of Lemma 2.26. First we will prove that for sufficiently small ε > 0 the subset

V := {[s, t] | −ε < t < ε} ⊂M

is an open neighborhood of C contained in U . Then we will show that V \C is path connected.
Let p : [0, 1] × (−1, 1) → M be the projection map onto the quotient space M . Then

p−1(U) is an open neighborhood of [0, 1]×{0}, and hence for each s ∈ [0, 1] there are δs, εs > 0
such that the product of intervals

Bδs(s)×Bεs(0) = (s− δs, s+ δs)× (−εs, εs)

is contained in p−1(U). The intersections of these products with [0, 1] form an open cover
of [0, 1]. Hence by compactness of [0, 1], there are a finitely many points s1, . . . , sk ∈ [0, 1]
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such that [0, 1]×{0} is contained in the union of Bδsi
(si)×Bεsi

(0) for i = 1, . . . , k. Defining

ε := min{εsi | i = 1, . . . , k}, it follows that Ṽ := [0, 1] × (−ε, ε) is contained in p−1(U).

Then V := p(Ṽ ) is an open neighborhood of C; it is open since p−1(V ) = Ṽ is open in
[0, 1]× (−1, 1).

To show that V \ C is path connected, we consider the map

f : [0, 2]× (0, ε) −→ V \ C given by f(s, t) :=

{
[s, t] 0 ≤ s ≤ 1

[s− 1,−t] 1 ≤ s ≤ 2

The map f is well-defined due to the equivalence relation defining the Möbius band. The
restriction of f to [0, 1]× (0, ε) and [1, 2]× (0, ε) is map is continuous, since these maps are
compositions p ◦ gi of the projection map p with maps

g1 : [0, 1]× (0, ε) −→ [0, 1] g1(s, t) := (s, t)

g2 : [1, 2]× (0, ε) −→ [0, 1] g2(s, t) := (s− 1,−t)

which are continuous since their component maps are. It follows that f is continuous.
We observe that the map f is surjective, since points of the form [s, t] with t > 0 are in

the image of f restricted to [0, 1]×(0, ε), while for t < 0, they are in the image of f restricted
to [1, 2]× (0, ε).

To show that any two points x, y ∈ V can be connected by a path, pick x̃, ỹ ∈ [0, 2]×(0, ε)
with f(x̃) = x and f(ỹ) = y. Since [0, 2]× (0, ε) is is a convex subset of R2, these two points
can be connected by the straight line path from x̃ to ỹ. Composing this path with f then
yields a path in V connecting x and y.

3 The fundamental group

In this section we define the fundamental group of a topological space X. This is an invariant
which can be used to distinguish topological spaces. For example, we will see that all the
compact connected manifolds can be distinguished by their fundamental group. This is done
using the Seifert van Kampen Theorem, a powerful tool to calculate fundamental groups.

3.1 The definition of the fundamental group

The basic idea of the fundamental group is that paths in different topological spaces might
have different behavior. For example, the picture below shows two paths α, β with the same
starting point and end point in the sphere and the torus. The difference between the two
situations is that for the sphere the path α can be deformed to give the path β, while the
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paths on the torus cannot be deformed into one another.

y

x

α β

α β

y

x

Definition 3.1. A path in a topological space X is a continuous map γ : [0, 1] → X. The
point γ(0) ∈ X is the starting point, the point γ(1) ∈ X is the endpoint of the path γ. With
a slight abuse of language, both point γ(1) and γ(0) might be referred to as endpoints of the
path γ. If γ(0) = x and γ(1) = y, we say that γ is a path from x to y.

Let γ, δ be two paths in X from x to y. These paths are homotopic relative endpoints or
path homotopic or simply homotopic if for every t ∈ [0, 1] there is a path γt from x to y such
that

• γ0 = γ and γ1 = δ;

• The map H : [0, 1]× [0, 1]→ X, (s, t) 7→ γt(s) is continuous. This condition expresses
the idea that the family of paths γt depends continuously on the parameter t.

The map H is called a homotopy from γ to δ, and we write γ ∼ δ to say that γ is homotopic
to δ. It is easy to show that homotopic is an equivalence relation (we leave the proof to the
reader). We use the notation [γ] for the homotopy class of a path γ.

Let U ⊂ Rn be a convex subset, i.e., for any points x, y ∈ U the straight line segment
between x and y is contained in U . Explicitly, the straight line segment is the set

{(1− t)x+ ty ∈ Rn | 0 ≤ t ≤ 1}.

Examples of convex subspaces of Rn:

• Rn;

• an open ball Br(x) of radius r around some point x ∈ Rn;

• a closed ball Dr(x) := {y ∈ Rn | ||y − x|| ≤ r} of radius r around some point x ∈ Rn;

The punctured space Rn \ {v} is not convex, since for any nonzero w ∈ Rn the straight line
segment between x = v + w and y = v − w contains the point v.
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Lemma 3.2. Let U be a convex subset of Rn, and let α, β be paths in U with the same
endpoints (i.e., α(0) = β(0) and α(1) = β(1)). Then α and β are homotopic (relative
endpoints). An explicit homotopy, called linear homotopy is given by the formula

H : [0, 1]× [0, 1] −→ U is given by H(s, t) := (1− t)γ(s) + tδ(s).

We note that for fixed s ∈ [0, 1] the path t 7→ H(s, t) = (1− t)γ(s) + tδ(s) is the straight
line path from γ(s) to δ(s).

Definition 3.3. Let α, β : I → X, be paths in a topological space X. If α(1) = β(0), i.e., if
the endpoint of α matches the starting point of β, then we can form a new path α ∗ β called
the concatenation of α and β by first following the path α and then following the path β.
Explicitly, the path

α ∗ β : I → X is given by (α ∗ β)(s) =

{
α(2s) 0 ≤ s ≤ 1

2

β(2s− 1) 1
2
≤ s ≤ 1

It has starting point α(0) and endpoint β(1).

Let α, β and γ be paths in X with α(1) = β(0) and β(1) = γ(0), then we can form the
concatenated paths α ∗ β and β ∗ γ. Since the endpoint of α ∗ β is β(1), it can further be
concatenated with γ, forming the path (α ∗ β) ∗ γ. Similarly, we can form the concatenation
α ∗ (β ∗ γ). We want to point out that these paths are typically not equal to each other:

• α∗ (β ∗γ)(s) is a point on the path α for 0 ≤ s ≤ 1/2, on the path β for 1/2 ≤ s ≤ 3/4
and on the path γ for 3/4 ≤ s ≤ 1, while

• ((α ∗ β) ∗ γ)(s) on the path α for 0 ≤ s ≤ 1/4, on the path β for 1/4 ≤ s ≤ 1/2, and
on the path γ for 1/2 ≤ s ≤ 1.

Lemma 3.4. Concatenation is associative up to homotopy, that is, if α, β, γ are paths in
X with α(1) = β(0) and β(1) = γ(0), then the paths

α ∗ (β ∗ γ) and (α ∗ β) ∗ γ are homotopic;

in other words, [α ∗ (β ∗ γ)] = [(α ∗ β) ∗ γ].

The associativity of the concatenation of paths up to homotopy suggests that we might
be able to construct a group associated to a topological space X by taking the elements
of this group to be homotopy classes of paths in X. The problem with this is that paths
can only be concatenated it the endpoint of the first path matches the starting point of the
second path, while any two elements of a group can be multiplied with each other. There
are two ways to deal with this issue:
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• We pick a point x0 ∈ X and only consider paths that start and end at x0; this is what
we will do in the definition below of the fundamental group of a topological space X.

• We give up the idea of constructing a group, but instead construct a groupoid which is
called the fundamental groupoid of X.

Definition 3.5. Let X be a topological space and let x0 ∈ X be a point of X, usually
referred to as base point. Such a pair (X, x0) is called a pointed topological space. A based
loop in (X, x0) is a path γ : I → X with γ(0) = x0 = γ(1). Let

π1(X, x0) := {based loops in (X, x0)}/homotopy.

Proposition 3.6. The set π1(X, x0) is a group, the fundamental group of (X, x0), with

• multiplication given by concatenation of based loops, i.e., [α] · [β] := [α ∗ β] for based
loops α, β;

• the identity element of π1(X, x0) is given by the homotopy class of the constant path
cx0 (i.e., cx0(s) = x0 for all s ∈ I);

• the inverse of an element [γ] ∈ π1(X, x0) is given by [γ̄], where γ̄ : I → X is the path
γ run backwards, i.e., γ̄(s) = γ(1− s).

The proof of this statement is pretty straightforward. The associativity of the product is
a consequence of Lemma 3.4, which is a more general since it is a statement for composable
paths rather than just based loops. Similarly, the claim that the homotopy class of constant
path cx0 is the identity element of π1(X, x0) is a consequence of the first two homotopies of
the following lemma, while the last two homotopies imply that [γ̄] is the inverse to [γ] for
a based loop in (X, x0). Again, it will be useful for us to state these homotopies for paths,
rather than just based loops.

Lemma 3.7. Let γ : I → X be a path in a topological space X. Let γ̄ : I → X be the path
defined by γ̄(s) := γ(1− s) and let cx : I → X be the constant path at a point x ∈ X. Then
there are homotopies

γ ∗ cγ(1) ∼ γ cγ(0) ∗ γ ∼ γ γ ∗ γ̄ ∼ cγ(0) γ̄ ∗ γ ∼ cγ(1)

Example 3.8. Let X be a convex subset of Rn, and x0 ∈ X. Then by Lemma 3.2 any
based loop in (X, x0) is homotopic to the constant loop cx0 . Hence the fundamental group
π1(X, x0) is trivial.

Lemma 3.9. Let X be a topological space and let β be a path from x0 to x1. Then the map

Φβ : π1(X, x0) −→ π1(X, x1) [γ] 7→ [β̄ ∗ γ ∗ β]

is an isomorphism of groups. In particular, the isomorphism class of the fundamental group
π(X, x0) of a path connected space does not depend on the choice of the base point x0 ∈ X.



3 THE FUNDAMENTAL GROUP 49

3.2 Fundamental group of the circle

Proposition 3.10. The fundamental group of the circle π1(S1, x0) is isomorphic to Z.

This isomorphism is given by associating to each loop γ based at x0 its winding number
W (γ) ∈ Z, which intuitively measures how often (and in which direction) the loop γ winds
around the circle. For example, consider the

Let us choose x0 = 1 ∈ S1 ⊂ C as the basepoint for the circle S1.
The goal of this section is to determine the fundamental group of the circle. Let us choose

x0 = 1 ∈ S1 ⊂ C as the basepoint.
Let f : X → Y be a continuous map. Then for every path γ : I → X in X the composition

I X Y
γ f

is a path in Y . The following lemma shows that this construction is compatible with homo-
topies and concatenation of paths.

Lemma 3.11. Let f : X → Y be a continuous map, and let γ, δ be paths in X.

Compatibility with homotopies: If γ, δ have the same endpoints (i.e., γ(0) = δ(0) and
γ(1) = δ(1)) and are homotopic (relative endpoints), then also f ◦ γ and f ◦ δ are
homotopic (relative endpoints).

Compatibility with concatenation: If γ(1) = δ(0), i.e., if the concatenation γ ∗ δ is
defined, then

f ◦ (γ ∗ δ) = (f ◦ γ) ∗ (f ◦ δ).

Definition 3.12. Let f : X → Y be a continuous map, let x0 ∈ X, and y0 = f(x0) ∈ Y .
Then the map

f∗ : π1(X, x0) −→ π1(Y, y0) defined by [γ] 7→ [f ◦ γ]

is called the map of fundamental groups induced by f . The map f∗ is well-define by part (i) of
the above lemma. It is a group homomorphism since by part (ii) of the lemma composition
with f is compatible with concatenation of paths.

We have defined the winding number W (γ) ∈ Z for loops in S1 based at 1 ∈ S1. We
would like to generalize this definition by defining the winding number W (γ, w) of loops
γ : I → C \ {w} in the complement of w ∈ C based at some point z0 (i.e., γ(0) = γ(1) = z0).
Such a loop γ represents an element in the fundamental group π1(C \ {w}, z0). So the idea
is to find a map C \ {w} −→ S1 that maps the basepoint z0 ∈ C \ {w} to the basepoint
1 ∈ S1 and hence induces a homomorphism between the corresponding fundamental groups.
The following map does the job

fz0 : C \ {w} −→ S1 be defined by z 7→ z − w
|z − w|

|z0 − w|
z0 − w
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Definition 3.13. Let γ : I → C \ {w} be a loop based at z0. Then the winding number
W (γ, w) of γ with respect to w ∈ C is defined to be the image of [γ] ∈ π1(C \ {w}, z0) under
the homomorphism

(fz0)∗ : π1(C \ {w}, z0) π1(S1, 1) Z.
(fz0 )∗ W

∼=

Definition 3.14. Two continuous maps f, g : X → Y are homotopic if and only if there is
a continuous map H : X × [0, 1] → Y such that H(x, 0) = f(x), H(x, 1) = g(x). This is an
equivalence relation. Notation f ∼ g;

[X, Y ] := {homotopy classes of maps f : X → Y }

Note:

1. Fixing t ∈ I leads to a map ft : X → Y defined by ft(x) = H(x, t). Lets us think of
a homotopy as a family of maps interpolating between f and g; in other words, g is a
deformation of f .

2. Fixing x ∈ I leads to path fx : I → Y defined by fx(t) = H(x, t). This lets us think of
H as a family of paths (fx goes from f(x) to g(x)).

Indicate both points of view using different colors in the example of maps f, g : S1 → T .

Theorem 3.15. The Fundamental Theorem of Algebra. Let

p(z) = anz
n + an−1z

n−1 + · · ·+ a1z + a0

be a polynomial of degree n > 0. Then p has a zero, that is there is some z ∈ C such that
p(z) = 0.

Proof. Aiming for a proof by contradiction, we assume that p(z) belongs to C× = C\{0} for
all z ∈ C. This allows us to talk about the winding number W (γ) ∈ Z of the closed curve

γ : S1 −→ C× given by z 7→ p(z).

We will calculate W (γ) in two different ways, the first one resulting in W (γ) = 0, the other
one resulting in W (γ) = n. This is the desired contradiction.

The loop γ is obtained by restricting the polynomial p(z) to the unit circle. Restricting
p(z) instead to the circle of radius r, we obtain the loop

γr : S1 −→ C× defined by z 7→ p(rz).

We note that the loop γr is homotopic to γ = γ1. A homotopy is given by

H : S1 × I −→ C× given by H(z, t) = p((tr + (t− 1))z).
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This implies that W (γ) = W (γr) for all r, including 0.
First calculation. The loop γ0 is the constant loop, and hence W (γ0) = 0. It follows that
W (γ) = 0.
Second calculation. Instead of shrinking r to 0, we will now consider the loop γr for large
radius r. Writing γr(z) in the form

γr(z) = anr
nzn + an−1r

n−1zn−1 + · · ·+ a0 = rn
(
anz

n +
an−1

r
zn + · · ·+ a0

rn

)
,

we see that the term br(z) := an−1

r
zn + · · · + a0

rn
converges to 0 uniformly for z ∈ S1. In

particular, for sufficiently large r we have

|br(z)| < |anzn| for all z ∈ S1.

It follows that anz
n + tbr(z) belongs to C× for all z ∈ S1 and t ∈ [0, 1]. Then

H : S1 × I −→ C× defined by H(z, t) := rn (anz
n + tbr(z))

is a homotopy between γr(z) and the loop γ′(z) := rnanz
n. The loop γ′ in turn is homotopic

to the loop ωn defined by ωn(z) := zn; a homotopy H ′ : S1 × I → C× is given by chosing a
path δ in C× with δ(0) = rnan, δ = 1, and defining

H ′(z, t) := δ(t)zn.

Since homotopic loops have the same winding number, it follows that

W (γr) = W (γ′) = W (ωn) = n.

3.3 The fundamental group as a functor

In the previous sections we have discussed how we can associate to any pointed topolog-
ical space (X, x0) a group π1(X, x0) (the fundamental group, Definition 3.5) and how to
associate to a base point preserving map f : (X, x0) → (Y, y0) between pointed topologi-
cal spaces a group homomorphism f∗ : π1(X, x0) → π1(Y, y0) (the induced homomorphism
on fundamental groups, Definition ??). In other words, this construction associates to one
kind of mathematical object (a pointed topological space) a different kind of mathemati-
cal object (a group), and to appropriate maps between the first kind of objects (basepoint
preserving continuous maps) appropriate maps between the second kind of objects (group
homomorphisms).

Such a construction is called a functor between categories. The goal of this section is to
provide a quick introduction to categories and functors. Even if you haven’t seen the formal
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definition of a category, it is likely that you already know many examples of categories. So
it seems appropriate to mention some mathematical objects and appropriate maps between
them that will then motivate the definition of a category.

When studying various mathematical objects, we usually also talk about the appropriate
kind of maps between these objects. The following table lists some well known examples.

mathematical objects appropriate maps

sets maps
groups group homomorphisms
vector spaces linear maps
topological spaces continuous maps

What is the structure that is common to all of these four types of mathematical objects
and the maps between them? There isn’t too much there, but we observe that composing
“appropriate maps” leads again to “appropriate maps” (assuming the domain/source of one
map matches the codomain/target of the other map), and that there is an “identity map”
for every object. The following definition captures this structure, which is called a category.
The four kinds of mathematical objects and the maps between them are then examples of
categories.

Remark 3.16. Let X, Y , Z be sets and let g : X → Y and f : Y → Z be maps. Then there
are two usual ways to write the composition, namely as

g ◦ f or as X
f−→ Y

g−→ Z

Using the first way to write compositions, it is natural to think of composition as the map
given by (g, f) 7→ g ◦ f . Writing Maps(X, Y ) for the set of maps from X to Y , this is the
map

Maps(Y, Z)×Maps(X, Y ) −→ Maps(X,Z)

(g, f) 7→ g ◦ f

However, thinking about it the second way, it is more natural to think of composition as the
map

Maps(X, Y )×Maps(Y, Z) −→ Maps(X,Z)

(X
f−→ Y, Y

g−→ Z) 7→ X
f−→ Y

g−→ Z

Both ways have their advantages and disadvantages; to me, the second one seems more
elegant, but alas, the first way is probably too deeply entrenched in mathematics to be
thrown out. The sad effect is that there is there is no general consensus of how to write
compositions in categories. I will follow the first convention.
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Definition 3.17. A category C consists of the following data:

• A class of objects, denoted ob(C); the elements of ob(C) are called the objects of the
category C.

• For each pair of objects X, Y ∈ ob(C) a set morC(X, Y ). The elements of morC(X, Y )
are called morphisms in C from X to Y or morphisms with domain (or source) X
and codomain (or target) Y . Alternative notations for this set include mor(X, Y ) or
C(X, Y ).

• For objects X, Y, Z ∈ C there is a composition map

◦ : C(Y, Z)× C(X, Y ) −→ C(X,Z) (g, f) 7→ g ◦ f.

• For each object X ∈ ob(C) a morphism idX ∈ C(X,X) called identity morphism.

These data are subject to the following requirements:

associativity For morphisms f ∈ C(U,X), g ∈ C(X, Y ), h ∈ C(Y, Z) we have

(h ◦ g) ◦ f = h ◦ (g ◦ f) ∈ C(U,Z).

identity property For f ∈ C(X, Y ) we have f ◦ idX = f = idY ◦f ∈ C(X, Y ).

Remark 3.18. For a morphism f ∈ C(X, Y ) we often write X
f−→ Y to indicate the domain

and codomain of f . For f ∈ C(Y, Z) and g ∈ C(X, Y ) we often write X
g−→ Y

f−→ Z for the
composition f ◦ g.

Definition 3.19. Let C be a category. A morphism f ∈ C(X, Y ) is called an isomorphism
if there exists a morphism g ∈ C(Y,X) such that f ◦ g = idY and g ◦ f = idX .

We can now recast our motivating examples of sets, groups, vector spaces and topological
spaces as categories.

Example 3.20.

category C objects morphisms isomorphisms

Set sets maps bijections
Grp groups group homomorphisms group isomorphisms
Vect vector spaces linear maps linear isomorphisms
Top topological spaces continuous maps homeomorphisms

Our previous examples of category might suggest that morphisms are always maps of
sets compatible with additional structure these sets might have. In the following examples
of categories, this is not the case.
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Example 3.21. (Examples of categories whose morphisms are not maps between
sets).

• To any group G we can associate a category C as follows. The category C has one
object denoted ∗, and the set of morphisms C(∗, ∗) from ∗ to ∗ is the set G of group
elements. The composition map

◦ : C(∗, ∗)× C(∗, ∗) −→ C(∗, ∗)

is given by the map m : G × G → G that describes multiplication of elements of G.
The identity morphism id∗ is defined to be the identity element 1 ∈ G of the group
G. Associativity and the identity property hold for the category C, since the group
multiplication is associative and 1 ∈ G is the identity element of the group G.

We note that every morphism g ∈ C(∗, ∗) is an isomorphism (its inverse is given by the
group element g−1), and hence C is a groupoid.

• To any topological space X we can associate a groupoid Π1(X), called the fundamental
groupoid of X. As the name suggests, this is a generalization of the fundamental group
of X. The objects of Π1(X) are the points of X. For x, y, the set of morphisms
mor(x, y) is defined to be

mor(x, y) := {paths γ : I → X with γ(1) = x, γ(0) = y}/homotopy.

For x, y, z ∈ X, the composition in this category is induced by concatenation of paths:

◦ : mor(y, z)×mor(x, y) −→ mor(x, z) is given by ([α], [β]) 7→ [α ∗ β]

Definition 3.22. Let C and D be categories. A functor F : C → D

• associates to every object X of C an object F (X) of D;

• associates to every morphism f ∈ C(X, Y ) a morphism F (f) ∈ D(F (X), F (Y )),

subject to the following requirements:

compatibility with composition: F (g ◦ f) = F (g) ◦ F (f) for f ∈ C(X, Y ) and g ∈
C(Y, Z);

compatibility with identities: F (idX) = idF (X) for any object X of C.
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3.4 Product, coproducts and pushouts

So far, we’ve calculated the fundamental groups for very few spaces: for convex subspaces
of Rn, for the circle S1 and products of the circle. The main technique for calculating the
fundamental group of more complicated spaces X is to write X as a union of open subspaces
X1 and X2 such that the fundamental groups of X1, X2 and the intersection X1 ∩ X2 are
already known. The Seifert van Kampen Theorem then gives a formula for the fundamental
of X in terms of the fundamental groups of X1, X2, X1∩X2 and the group homomorphisms

π1(X1 ∩X2) π1(X1)

π1(X2)

(j1)∗

(j2)∗

induced by the inclusion maps of X1 ∩X2 into X1 resp. X2.
Perhaps surprisingly, the statement of the Seifert van Kampen Theorem can be stated

conceptually by saying that “the fundamental group functor preserves pushouts”. The goal
of this section is define what a “pushout” is and what “preserving pushouts” means. Before
discussing pushouts we define the more basic notions “categorical product” and “categorical
coproduct”.

3.4.1 Products

Earlier this semester we have defined the Cartesian product X1 ×X2 of topological spaces.
We noticed that it is easy to construct continuous maps f : Y → X1 × X2 from some
topological space Y to the product: neglecting continuity for a minute, a map f to the
Cartesian product X1 ×X2 (considered just as a set) is determined by its component maps
f1 : Y → X1 and f2 : Y → X2. The product topology on X1×X2 had the cool feature that a
map f : Y → X1×X2 is continuous if and only if both component maps f1, f2 are continuous.
Summarizing, we can say that a continuous map f : Y → X1 × X2 is uniquely determined
by a pair of continuous maps f1 : Y → X1 and f2 : Y → X2. Moreover, the component map
fi is given by the composition pi ◦ f of f with the projection map pi : X1 ×X2 → Xi.

It turns out that this property can neatly expressed in terms of the commutative diagram:

X1

Y X1 ×X2

X2

f1

f2

∃!f

p1

p2
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This diagram should be interpreted as the statement that given the commutative diagram
consisting of all the maps represent by solid arrow, there is a unique map f indicated by
the dashed arrow which makes the whole diagram commutative. In view of the fact that
the commutativity of the bottom and top triangle amounts to saying that f1 and f2 are the
component maps of f , this diagram expresses concisely the result of our discussion above.

The benefit of describing a property in terms of a commutative diagram is that the same
statement can be made in any category. This motivates the following definition.

Definition 3.23. Let X1, X2 be objects in a category C. An object X in C is called
the categorical product (often denoted X1 × X2) if there are morphism p1 : X → X1 and

p2 : X → X2 such that the diagram X1
p1← X

p2→ X2 has the property expressed by the
commutative diagram

X1

Y X

X2

f1

f2

∃!f

p1

p2

(3.24)

Expressed in words, this is: for any pair of morphisms f1 : Y → X1, f2 : Y → X2, there is a
unique morphism f : Y → X making the diagram commutative.

Remark 3.25. The adjective “the” in front of “categorical product” has to be taken with
a grain of salt: the object X is determined by this property up to isomorphism. To see this,

suppose that X1

p′1← X ′
p′2→ X2 is another object with morphisms to X1 and X2 which also

satisfies that property expressed by the diagram above. Then consider the diagram

X1

X ′ X

X2

p′1

p′2

f

p1

p2

g

The morphism f exists by the property (3.24) for X (applied to Y = X ′), g exists by the
property (3.24) for X ′ (applied to Y = X), and the composition f◦g is the identity morphism
idX by the uniqueness statement of the property (3.24) for X (applied to Y = X).

Lemma 3.26. Let C be the category Set, Grp, Vect, Top or Top∗. Then the categorical
product of objects X1 and X2 is given by the usual Cartesian product X1×X2 equipped with
the usual projection maps pi : X1 ×X2 → Xi for i = 1, 2.
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Proof. This was already proved in the category Top at the beginning of this section, which
motivated Definition 3.23 of the categorical product. The argument is completely analogous
in the other cases: a set map f : Y → X1 ×X2 to the Cartesian product of two sets X1, X2

is uniquely determined by the pair of component maps f1 : Y → X1 and f2 : Y → X2. This
proves the statement for C = Set. For C = Top, it follows from the fact that f is continuous if
and only if both component maps f1, f2 are continuous. Similarly, for C = Top∗ the map f is
continuous and basepoint preserving if and only if f1 and f2 are; for C = Grp (resp. C = Vect)
the map f is a group homomorphism (resp. linear) if both component maps are.

3.4.2 Coproducts

Before characterizing the coproduct of objects X1, X2 in a category C by a universal property
in Definition 3.28, we discuss disjoint unions of sets as a motivating example.

Definition 3.27. Let X1, X2 be sets. The disjoint union of X1 and X2, denoted X1 qX2

is defined to be the set

X1 qX2 := {(x, 1) | x ∈ X1} ∪ {(x, 2) | x ∈ X2} ⊂ (X1 ∪X2)× {1, 2}.

Let X1
i1−→ X1q

i2←− X2 be the maps defined by i1(x) := (x, 1) and i2(x) := (x, 2).

Question: Can the disjoint union of two sets be characterized up to isomorphism by a
universal property, similar to the universal property (3.24) for the product of sets?

We observe that the images of i1 and i2 are disjoint subsets of X1 qX2 whose union is
all of X1 q X2. Hence any map f from X1 q X2 to some set Y is uniquely determined by
its restriction to the image of i1 resp. i2. Since the maps i1, i2 are injective, this means that
f is uniquely determined by the compositions f1 := f ◦ i1 and f2 := f ◦ i2. As in the case
of the Cartesian product, this property of the disjoint union of sets can neatly expressed by
the following commutative diagram.

X1

X1 qX2 Y

X2

i1
f1

∃!f

i2
f2

Definition 3.28. Let X1, X2 be objects of a category C. An object X in C is called the
coproduct of X1 and X2 (often denoted X1 qX2) if there are morphisms

X1
i1−→ X

i2←− X2
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such that this pair of maps satisfies the universal property expressed by the following com-
mutative diagram

X1

X Y

X2

i1
f1

∃!f

i2
f2

(3.29)

While the universal property (3.29) determines the object X up to isomorphism, the
category C might not have an object with this property. For example, the coproduct of two
sets is given by their disjoint union. However, if we consider the category C whose objects
are sets of cardinality 3 and whose morphisms are maps between these sets, then there are
no coproducts in C. So it requires an explicit construction to show that coproducts exists in
a given category C.

Theorem 3.30. Coproducts (of two arbitrary objects X1, X2) exist in the categories Set,
Top, Top∗, Vect and Grp. The following table shows the usual notation and terminology for
the coproduct in these categories.

category coproduct of objects

Set X1 qX2, the disjoint union of sets X1, X2

Top X1 qX2, the disjoint union of topological spaces X1, X2

Top∗ X1 ∨X2, the wedge product of topological spaces X1, X2

Grp X1 ∗X2, the free product of groups X1, X2

The disjoint union of sets and its universal property was for us the example motivating
the general definition of the coproduct, and hence the theorem holds in case of the category
Set. To proof the result for the other categories, we will go through them one by one, first
giving in each case an explicit construction of a candidate for the coproduct (including the
morphisms i1 and i2), namely the disjoint union of topological spaces, the wedge product of
pointed topological spaces, and the free product of groups. Then we show in each case that
this object satisfies the universal property of the coproduct.

Definition 3.31. (The disjoint union of topological spaces). Let X1, X2 be topological
spaces. The disjoint union X1 q X2 is the topological space whose underlying set is the
disjoint union of X1 and X2, considered as sets. The topology on the set X1 qX2 is defined
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by declaring a subset U ⊂ X1 qX2 to be open if and only if i−1
1 (U) is an open subset of X1

and i−1
2 (U) is an open subset of X2. With this topology on X1 qX2 the maps

X1
i1−→ X1 qX2

i2←− X2 (3.32)

are both continuous.

Lemma 3.33. The diagram (3.32) satisfies the universal property (3.29). In particular, the
disjoint union of topological spaces is the coproduct in the category Top.

Proof. It is clear that there is at most one continuous map f : X1 q X2 → Y making the
diagram (3.29) for given maps f1, f2, since the underlying set X1 qX2 is the coproduct of
the sets X1, X2, and hence there is exactly one map f : X1 qX2 → Y making the diagram
commutative (without insisting on its continuity).

So it remains to show that f is continuous if f1 and f2 are. So let V be an open subset
of Y . Then f−1(V ) is open, since i−1

` (f−1(V )) = (f ◦ i`)−1(V ) = f−1
` (V ) is open, since f` is

continuous for ` = 1, 2.

Let (X1, x1), (X2, x2) be pointed topological spaces. We need to come up with a candidate
for the coproduct of these pointed spaces. Note that the disjoint union X1 q X2 is not a
good candidate, since we would like the maps (3.32)

X1
i1−→ X1 qX2

i2←− X2

to be basepoint preserving, but i1(x1) 6= i2(x2). The way to fix this is to pass to a quotient
space of X1 qX2 where we identify these two points.

Definition 3.34. Let (X1, x1), (X2, x2) be pointed topological spaces. The quotient space

X1 ∨X2 := (X1 qX2)/{i1(x1), i2(x2)}

equipped with the base point ∗ given by the equivalence class represented by these two points
i1(x1), i2(x2) is the wedge product of the pointed spaces X1, X2.

Lemma 3.35. For ` = 1, 2 let k` : X` → X1 qX2 be the composition of i` : X` → X1 qX2

and the projection map p : X1 qX2 → X1 ∨X2. Then the diagram

X1
k1−→ X1 ∨X2

k2←− X2 (3.36)

satisfies the universal property (3.29). In particular, the wedge product X1 ∨ X2 of pointed
topological spaces X1, X2 is the coproduct in the category Top∗.
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Proof. The universal property we need to check is expressed by the commutative diagram

X1

X1 ∨X2 Y

X2

k1
f1

∃!f

k2
f2

(3.37)

By the universal property of the disjoint union X1 qX2, there is a unique continuous map
f̃ : X1qX2 → Y such that f̃ ◦ i1 = f1 and f̃ ◦ i2 = f2. Since f1, f2 are basepoint preserving,
f̃(i1(x1)) = f̃(x1) = y0 and f̃(i2(x2)) = f̃(x2) = y0, where y0 ∈ Y is the basepoint in Y .

This implies that f̃ factors through the quotient space X1∨X2 = (X1qX1)/{i1(x1), i2(x2)},
i.e., f̃ can be written as composition

X1 qX2
p−→ X1 ∨X2

f−→ Y

for a unique map f . This map is basepoint preserving. It also is continuous: by the continuity
criterion for maps out of a quotient space 1.24, the map f is continuous if and only if the
composition f ◦ p = f̃ is continuous.

Definition 3.38. Let X1, X2 be groups. Their free product X1 ∗ X2 is the group whose
elements are equivalence classes of words s1 . . . sk whose letter si belong to X1 or X2 (we
assume that X1, X2 are disjoint as sets). The equivalence relation ∼ on these words is
generated by

(1) s1 . . . si . . . sk ∼ s1 . . . ŝi . . . sk if si is the identity element of X1 or X2, and s1 . . . ŝi . . . sk
is the word obtained by deleting the letter si.

(2) s1 . . . sisi+1 . . . sk ∼ s1 . . . (si · si+1) . . . sk if si and si+1 both belong to X1 or to X2 and
si · si+1 ∈ Xj denotes their product in that group.

The multiplication in X1∗X2 is induced by concatenation of words. The identity element
is represented by the empty word, and the inverse of the element represented by the word
s1 . . . sk is given by s−1

k . . . s−1
1 . Let

X1
i1−→ X1 ∗X2

i2←− X2 (3.39)

be the group homomorphisms given by sending an element s of X1 or X2 to the element
[s] ∈ X1 ∗X2 represented by the one-letter-word s.

Lemma 3.40. The diagram (3.39) satisfies the universal property (3.29). In particular, the
free product X1 ∗X2 of groups X1, X2 is the coproduct in the category Grp.

The proof of this lemma is left as a homework problem.
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3.4.3 Pushouts

Before defining what a pushout is in a category in Definition 3.42, we consider a motivating
example of a pushout in the category of topological spaces.

Example 3.41. Let X1, X2 be open subsets of a topological space X. Then considering the
inclusion maps relating X1, X2, X and X1 ∩X2 we have the following commutative square
in the category Top of topological spaces:

X1 ∩X2 X1

X2 X

j1

j2 k1

k2

Let f1 : X1 → Y and f2 : X2 → Y be continuous maps which agree on the subspace X1∩X2.
Then there is well-defined map f : X → Y whose restriction to X1 is the map f1 and whose
restriction to X2 is the map f2. Moreover, by an earlier homework problem, the continuity
of f1 and f2 imply the continuity of the map f (here we use the assumption that X1, X2 are
open subsets of X).

Definition 3.42. Let C be a category, and let

A X1

X2 X

j1

j2 k1

k2

be a commutative diagram of objects and morphisms in C. This diagram is a pushout diagram
or pushout square if it satisfies the universal property expressed by the diagram

A X1

X2 X

Y

j1

j2
f1

k1

f2

k2

∃!f

(3.43)

The object X is called the pushout of the diagram

A X1

X2

j1

j2 (3.44)



3 THE FUNDAMENTAL GROUP 62

Theorem 3.45. The pushout of any diagram (3.44) exists in the categories Top, Top∗ and
Grp. The following table shows the usual notation and terminology for the pushout in these
categories.

category coproduct of objects

Set X1 ∪A X2

Top X1 ∪A X2

Top∗ X1 ∪A X2

Grp X1 ∗A X2, the amalgamated free product

There seems to be no standard terminology for X1∪AX2. Both of the notations X1∪AX2

and X1 ∗A X2 suppress the dependence of this object on the morphisms j1, j2. To indicate
the dependence, some people use the notation X1 ∪j1,A,j2 X2 and X1 ∗j1,A,j2 X2.

Definition 3.46. Let j1 : A→ X1 and j2 : A→ X2 be maps of sets. Then we define

X1 ∪A X2 := (X1 qX2)/ ∼,

where the equivalence relation ∼ is generated by i1(j1(a)) ∼ i2(j2(a)) for a ∈ A. Here
i` : X` → X1 qX2 are the inclusion maps featured in the definition of the disjoint union ??.

3.5 The Seifert van Kampen Theorem

Theorem 3.47. Let U, V be open subsets of topological space X such that U ∪ V = X and
U ∩ V is path connected. Let

U ∩ V U

V X

jU

jV iU

iV

be the pushout diagram of topological spaces given by the inclusion maps (see Example ??
and Definition 3.42). Then for x0 ∈ U ∩V the induced commutative diagram of fundamental
groups

π1(U, x0) ∩ V π1(U, x0)

π1(V, x0) π1(X, x0)

jU

jV iU

iV

is a pushout diagram in the category of groups.
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The Seifert van Kampen Theorem says in particular that the fundamental group functor
preserves pushouts (under suitable additional assumptions).

Corollary 3.48. With the assumptions of the theorem, the fundamental group π1(X, x0) is
isomorphic to the free amalgamated product π1(U, x0) ∗π1(U∩V,x0) π1(V, x0).

Corollary 3.49. Let (X1, x1), (X2, x2) be pointed topological spaces such that x1, x2 have
contractible open neighborhoods U1, U2. Let j1 : X1 → X1 ∨X2 and j2 : X2 → X1 ∨X2 be the
inclusion maps. Then the map

π1(X1) ∗ π1(X2) −→ π1(X1 ∨X2)

given by

π1(X1) 3 c1 7→ (j1)∗(c) ∈ π1(X1 ∨X2)

π1(X2) 3 c2 7→ (j2)∗(c2) ∈ π1(X1 ∨X2)

is an isomorphism of groups.

Proposition 3.50. π1(K) = 〈a, b | aba−1b〉.

Similar propositions for Σg, Xk.

4 Covering spaces

4.1 Homotopy lifting property for covering spaces

Definition 4.1. A map p : X̃ → X is a covering map if for every x ∈ X there is an open
neighborhood U such that p−1(U) is the union of disjoint subsets Ui ⊂ X̃ such that the
map pUi : Ui → U is a homeomorphisms for each Ui (here pUi denotes the restriction of p to

Ui ⊂ X̃). A subset U ⊂ X with this property is called evenly covered. The space X̃ is called
a covering space of X.

Proposition 4.2. (Unique path lifting for covering spaces). Let f : I → X be a path

and let x̃0 ∈ X̃ be a point with p(x̃0) = f(0). Then there is a unique path f̃ : I → X̃ such
that

1. p ◦ f = f , and

2. f̃(0) = x̃0.

A path f̃ : I → X̃ with the first property is called a lift of the path f : I → X. Using that
terminology, the proposition says that every path f : I → X with starting point f(0) = x0

has a unique lift f̃ with prescribed starting point x̃0 ∈ p−1(x0).
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Proof. We begin by the constructing the lift f̃ . The idea is to find points 0 = t0 < t2 <
· · · < tk = 1 such that each subinterval [ti, ti+1] via f maps to an evenly covered open set

U ⊂ X. Then the lift f̃ : I → X̃ is constructed first over [0, t1], then [t1, t2], e.t.c, using in

each step the homeomorphism pUi : Ui
≈−→ U .

To construct the points 0 = t0 < t2 < · · · < tk = 1, we note that for each s ∈ I, the
point f(s) ∈ X is contained in some evenly covered open neighborhood U ⊂ X. Then
f−1(U) is an open neighborhood of s, and hence there is some interval (as, bs) such that
s ∈ (as, bs)∩ I ⊂ f−1(U) (since these form a basis for the subspace topology of I ⊂ R). The
open subsets (as, bs) ∩ I, s ∈ I, form an open cover of I, and hence by compactness of I,
there is a finite set S = {s1, . . . , s`} such that the intervals (as, bs) ∩ I for s ∈ S still cover
I. Without loss of generality we may assume that none of these intervals is contained in
another, and that bsi < bsj for i < j. We note that

1. 0 belongs to (as1 , bs1) ∩ I (if not, 0 ∈ (asi , bsi) ∩ I for some i > 1, but since bsi ≥ bs1 ,
this implies (as1 , bs1) ∩ I ⊂ (asi , bsi) ∩ I contradicting our assumptions).

2.

is a finite set T ⊂ I finite collection of these intervals that still cover I. This allows us
to pick elements finitely many points 0 = t0 < t2 < · · · < tk = 1 such that each [ti−1, ti] is
contained in one of these

subdivide the interval I into

Y × {0} X̃

Y × I X

f̃0

i p

f

f̃

Proposition 4.3. (Unique homotopy lifting property for covering spaces). Let

p : X̃ → X be a covering space, ft : Y → X a homotopy, and f̃0 : Y → X̃ a map lifting f0.
Then there is a unique homotopy f̃t of f̃0 that lifts ft.

For Y = I, the map f0 is a path in X and f̃0 is a lift to X̃. The maps ft and f̃t
are homotopies, not necessarily relative endpoints. We recall that ft is a homotopy relative
endpoints or, equivalently, ft preserves endpoints if ft(0) = f0(0) and ft(1) = f0(1) for all
t ∈ [0, 1]. Since for paths we are primarily interested in homotopies relative endpoints, we
will frequently use the following observation.

Observation 4.4. The homotopy f̃t preserves endpoints if and only if ft preserves endpoints.
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It is clear that if f̃t preserves endpoints, then so does ft = p◦ f̃t. Conversely, assume that
ft preserves endpoints. Let x := ft(0) ∈ X be the common starting point of the paths ft.

Then p(f̃t(0)) = x and hence f̃t(0) ∈ p−1(x). Since f̃t(0) depends continuously on t ∈ I, the

image of this map is connected, but that forces f̃t(0) to be constant. The same arguments

shows f̃t(1) is constant and hence f̃t is a homotopy relative endpoints.

Proposition 4.5. Let p : (X̃, x̃0)→ (X, x0) be a covering map. Then

(i) the induced homomorphism p∗ : π1(X̃, x̃0)→ π1(X, x0) is injective.

(ii) A based loop γ in (X, x0) represents an element in the image of p∗ if and only if its

unique lift γ̃ : I → X̃ with γ̃(0) = x̃0 is a loop, i.e., γ̃(1) = x̃0.

Proof. The crucial tool is the homotopy lifting property for Y = I. To prove part (i), let γ̃

be a based loop in (X̃, x̃0) in the kernel of p∗. Let f : I × I → X be a homotopy from p ◦ γ̃
to the constant loop at the base point x0, i.e.,

f(s, 0) = p ◦ γ̃(s) f(s, 1) = x0 f(0, t) = f(1, t) = x0

The following picture might be helpful to visualize what we know about the map f from the
square I × I to X: restricted to the bottom edge, it is the map γ := p ◦ γ̃, while it maps the
three other edges to the base point x0. We indicate this by labeling the edges by x0 resp. γ.

γ

x0

x0

x0 f

Using the homotopy lifting property (see Proposition 4.3), let f̃ : I × I → X̃ be a lift of
the homotopy f with f(s, 0) = γ̃(s). The following picture represents what we know about

the value of f̃ on the edges of the square I × I.

γ̃

∈ p−1(x0)

∈ p−1(x0)

p−1(x0) 3 f̃



4 COVERING SPACES 66

The union of the left, top and right edge of I × I are a path-connected subspace S of I × I,
and hence the restriction f̃|S : S → p−1(x0) to this subspace must be constant by Lemma

??. Since f̃(0, 0) = γ̃(0) = x̃0, then f̃ maps all of this subspace to the base point x̃0. In

particular, γ̃(1) = f̃(1, 0) = x̃0 and hence γ̃ is a loop based a x̃0 as claimed.
To prove part (ii), suppose that γ is a loop in X based at x0 such that [γ] ∈ π1(X, x0)

is in the image of p∗, i.e., there is some based loop γ̃′ in (X̃, x̃0) such that p∗[γ̃
′] = [p ◦ γ′] is

equal to [γ] ∈ π1(X, x0). Let f be a homotopy (relative endpoints) from p ◦ γ′ to γ, and let

f̃ be a lift of f with f̃(s, 0) = γ̃′ (which exists by the homotopy lifting property 4.3). The

following pictures represent what we know about f and f̃ .

p ◦ γ̃′

x0

γ

x0 f

γ̃′

x̃0

γ̃

x̃0 f̃

In more detail: the map f̃ maps the left edge to p−1(x0) and the point (0, 0) to γ̃(0) = x̃0,

and hence the whole edge must map to x̃0. Similarly, f̃ must map to right edge to x̃0. The
restriction of f̃ to the top edge is a lift of γ with starting point f̃(0, 1) = x̃0 and hence by

the uniqueness of lifts of paths, this is the path γ̃. It follows that γ̃(1) = f̃(1, 1) = x̃0, i.e.,

γ̃ is a loop in X̃ based at x̃0 as claimed.

We recall that we defined the winding number W (γ) ∈ Z of a based loop γ in (S1, x0),
x0 by making use of the covering map p : R→ S1, t 7→ e2πit. More precisely, if γ is a based
loop in (S1, x0), x0 we defined

W (γ) := γ̃(1) ∈ Z

where γ̃ : I → R is a lift with γ̃(0) = x̃0 = 0 ∈ R, and hence γ̃(1) ∈ p−1(x0) = Z ⊂ R.

This construction can be generalized to covering maps p : (X̃, x̃0) → (X, x0). If γ is a
based loop in (X, x0) we define

W (γ) := γ̃(1) ∈ p−1(x0),

where γ̃ : I → X̃ is the unique lift of γ with γ̃(0) = x0.
In the case of the covering map R → S1 we showed that W (γ) depends only on the

homotopy class [γ] ∈ π1(S1, x0), and that the map π1(S1, x0)→ Z, [γ] 7→ W (γ) is a bijection.
This statement generalizes to the following result.
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Proposition 4.6. Let X̃ be path-connected and let p : (X̃, x̃0)→ (X, x0) be a covering map.

Let G := π1(X, x0) and H ⊂ G the subgroup H := p∗π1(X̃, x̃0). Let H\G := {Hg | g ∈ H}
be the set of left H-cosets. Then the map

Ψ: H\G −→ p−1(x0) given by [γ] 7→ W (γ)

is a well-defined bijection. In particular, the number of sheets of X̃ → X (the cardinality of
p−1(x0)) is equal to the index [G : H] of the subgroup H ⊂ G (the cardinality of H\G).

Proof. To show that Ψ is well-defined, let g ∈ G = π1(X, x0) be represented by a based loop

γ in (X, x0) and let h ∈ H = p∗π1(X̃, x̃0) be represented by a based loop δ in (X, x0). We let

γ̃, δ̃ : I → X̃ be the unique lifts of γ resp. δ starting at x̃0. Since [δ] is in p∗π1(X̃, x̃0) its lift

δ̃ is a based loop in (X̃, x̃0) by Proposition 4.5. It follows the endpoint of δ̃ is the starting

point of γ̃ and hence the concatenation δ̃ ∗ γ̃ is defined. Moreover,

p ◦ (δ̃ ∗ γ̃) = (p ◦ δ̃) ∗ (p ◦ γ̃) = δ ∗ γ,

and hence δ̃ ∗ γ̃ is the unique lift of δ ∗ γ with starting point x̃0. This implies that

Ψ(hg) = Ψ([δ][γ]) = Ψ([δ ∗ γ]) = W (δ ∗ γ) = (δ̃ ∗ γ̃)(1) = γ̃(1) = W (γ) = Ψ([γ]) = Ψ(g)

and hence Ψ is well-defined.

It is clear that Ψ is surjective, since due the assumption that X̃ is path-connected for
any x̃ ∈ p−1(x0) there is a path γ̃ : I → X̃ from x̃0 to x. Then γ := p ◦ γ̃ is a loop in (X, x0),
and hence Ψ([γ]) = W (γ) = γ̃(1) = x̃.

To see that Ψ is injective, let g1, g2 ∈ π1(X, x0) be elements with Ψ(g1) = Ψ(g2). Let γi be

a based loop in (X, x0) representing gi and let γ̃i : I → X̃ be its unique lift with γ̃i(0) = x̃0.
Then Ψ(gi) = γ̃i(1), and hence our assumption Ψ(g1) = Ψ(g2) implies that the paths γ̃1, γ̃1

have the same endpoints. In particular, the concatenation γ̃1 ∗ γ̃2 is defined and is a based

loop in (X̃, x̃0). It follows that

p∗[γ̃1 ∗ γ̃2] = [p ◦ (γ̃1 ∗ γ̃2)] = [γ1 ∗ γ̄2] = [γ1][γ2]−1 = g1g
−1
2 ,

showing that g1g
−1
2 ∈ H and hence the left cosets Hg1 and Hg2 agree.

Give a covering space p : X̃ → X, it will be important for us to lift not just homotopies,
but more general maps f : Y → X. In other words, we are looking for a base point preserving
map f̃ making the diagram

(X̃, x̃0)

(Y, y0) (X, x0)

p
f̃

f

(4.7)
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commutative.
There is an obvious necessary condition for the existence of a lift f̃ : such a lift induces

a commutative diagram of fundamental groups

π1(X̃, x̃0)

π1(Y, y0) π1(X, x0)

p∗
f̃∗

f∗

, (4.8)

and hence f∗π1(Y, y0) is contained in p∗π1(X̃, x̃0). We will show that this is also a sufficient

condition for the existence of a lift f̃ , provided the topological space Y isn’t too crazy.

Definition 4.9. A topological space Y is locally path-connected if for any point y ∈ Y and
any neighborhood U of y there is an open neighborhood V ⊂ U which is path-connected.
More generally, if P is any property of a topological space (e.g., compact, connected,. . . ),
then Y is locally P if for any point y ∈ Y and any neighborhood U of y there is an open
neighborhood V ⊂ U such that V has property P .

Example 4.10. (Path-connected versus locally path-connected). There are many
examples of spaces which are locally path-connected, but non path-connected, for example
the disjoint union of path-connected spaces is locally path-connected. An example of a space
which is not locally path-connected is provided by the topologist’s sine curve ??, consisting
of the union of the graph of the function (0,∞) → R, x 7→ sin(1/x) and the vertical line
segment {0}× [−1,+1]. As discussed then, the topologist’s sine curve is connected, but not
path-connected. The same argument shows in fact that any open neighborhood V of a point
y on the vertical line segment is not path-connected (since it always contains points on the
graph of sin(1/x); those cannot be reached by paths starting at y).

Even more interesting is that there are spaces which is path-connected, but not locally
path-connected, for example, the Warsaw circle. This is a variant of the topologist’s sine
curve obtained by restricting the graph of sin(1/x) to some finite interval (0, a) and connect-
ing the point (a, sin(1/a)) on the graph with the point (0, 0) via an arc in R2 which intersects
the topologist’s sine curve only in those two points as shown in the figure below.

Figure 1: The Warsaw circle
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The Warsaw circle is path-connected, since any point on the vertical line can be connected
via a path running along the added arc to any point of graph. Adding that arc does not
change the fact that any open neighborhood of a point on the vertical line segment is not
path-connected, provided it is small enough that it doesn’t contain the arc. In particular,
the Warsaw circle is not locally path-connected.

Proposition 4.11. (Lifting Criterion).Let p : (X̃, x̃0) → (X, x0) be a covering map and
let f : (Y, y0)→ (X, x0) be a basepoint preserving map whose domain Y is path-connected and

locally path-connected. Then a lift f̃ in the diagram (4.8) exists if and only if f∗π1(Y, y0) ⊂
π1(X̃, x̃0). There is at most one such lift.

Remark 4.12. The hypothesis that Y is locally path-connected cannot be dropped. This
follows by showing that the statement above does not hold if Y is the Warsaw circle W ,
which is proved by showing

(a) The fundamental group of W vanishes, but

(b) the map f : W → S1 which wraps the Warsaw circle once around the circle S1 does not

have a lift f̃ : W → R.

Proof. We have argued above that f∗π1(Y, y0) ⊂ π1(X̃, x̃0) is a necessary condition for the

existence of a lift f̃ . It is also easy to see that there is at most one such lift: if f , f ′ are
two lifts of f and y ∈ Y , let γ : I → Y be a path in Y from y0 to y. Then f̃ ◦ γ and f̃ ′ ◦ γ
are two paths in X̃ which are both lifts of the path f ◦ γ in X with starting point x̃0. The
uniqueness of lifted paths then implies f̃(y) = f̃ ◦ γ(1) = f̃ ′ ◦ γ(1) = f ′(y).

The idea for constructing the lift f̃ : Y → X̃ is to use the existence of lifts of paths,
similar to the way we used uniqueness of path-lifting to prove the uniqueness of f̃ : we define
the map

f̃ : Y −→ X̃ by f(y) := (f̃ ◦ γ)(1)

where

γ : I → Y is path from y0 to y, and

f̃ ◦ γ : I → X̃ is a lift of f ◦ γ : I → X with starting point x̃0.

The following figure illustrates the various paths involved and their endpoints.
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y0

yγ

Y
x0

f(y)
f ◦ γ

X

x̃0

f̃(y)
f̃ ◦ γ

X̃

f

p
f̃

To show that f̃ is well-defined, we need to verify that f̃(y) is independent of the choice
of the path γ from the basepoint y0 to y. So suppose that γ′ : I → Y is another path
from y0 to y. The concatenation γ ∗ γ̄′ is then a based loop in (Y, y0) and hence the loop
f ◦ (γ ∗ γ̄′) = (f ◦ γ) ∗ (f ◦ γ̄′) is a based loop in (X, x0) which represents an element in
the image of f∗ : π1(Y, y0)→ π1(X, x0). By assumption, this element is then in the image of

p∗ : π1(X̃, x̃0) → π1(X, x0), which by Proposition 4.5 implies that the loop (f ◦ γ) ∗ (f ◦ γ̄′)
lifts to a based loop δ̃ : I → X̃ in (X̃, x̃0). By uniqueness of lifted paths, the first half of

δ̃ is f̃ ◦ γ and the second half is f̃ ◦ γ′ traversed backwards, with the common midpoint

f̃ ◦ γ(1) = f̃ ◦ γ′(1). This shows that f̃ is well-defined.

To prove that f̃ is continuous, it suffices to show that the restriction of f̃ to a suitable
open neighborhood of y ∈ Y is continuous. A convenient choice in this context is to choose
f−1(U) where U is an evenly covered neighborhood of f(y) ∈ X. Using the assumption that
X is locally path-connected we can pass to a smaller open neighborhood V ⊂ f−1(U) of y,
which is path-connected, making it possible to connect y0 to any point y′ ∈ V via a path of
the form γ ∗ δ, where γ is a path from y0 to y and δ is a path in V from y to y′. The fact
that the image path f ◦ δ is contained in the evenly covered subset U ⊂ X makes it easy to
control the lifts of δ, and hence to evaluate f̃ at any point y ∈ V . The details are left as a
homework problem.

Lemma 4.13. Let p : (X̃, x̃0) → (X, x0) be a covering map. Let x̃1 ∈ X̃, let β̃ : I → X̃ be
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a path from x̃0 to x̃1, and let g := [p ◦ β] ∈ π1(X, x0) be the element of the fundamental
group represented by the based loop p ◦ β in (X, x0). Let H ⊂ G := π1(X, x0) be the image

of p∗ : π1(X̃, x̃0)→ π1(X, x0). Then the image of p∗ : π1(X̃, x̃1)→ π1(X, x0) is the subgroup
g−1Hg ⊂ G.

Proof. Earlier in the semester we have proved that the homomorphism

Φβ : π1(X̃, x̃0) −→ π1(X̃, x̃1) given by [γ] 7→ [β̄ ∗ γ ∗ β]

is an isomorphism. Hence it suffices to calculate the image of the composition

π1(X̃, x̃0) π1(X̃, x̃1) π1(X, x0)

[γ] [β̄ ∗ γ ∗ β] [p ◦ (β̄ ∗ γ ∗ β)]

Φβ p∗

[p ◦ (β̄ ∗ γ ∗ β)] = [p ◦ β̄][p ◦ γ][p ◦ β] = b−1p∗([γ])b.

Corollary 4.14. Let p : (X̃, x̃0) → (X, x0) be a covering map with X̃ path-connected and

locally path-connected. Let Ψ: Then there is a deck transformation f : X̃ → X̃ with f̃

4.2 Classification of coverings

Definition 4.15. A covering p : (X̃, x̃0) → (X, x0) is called a universal covering if X̃ is

simply connected. In that case, X̃ is called a universal covering space of X.

If X is locally path-connected, a universal covering indeed enjoys a universal property
which can be expressed by the following commutative diagram

(X̃, x̃0) (X̃ ′, x̃′0)

(X, x0)

p

∃! f̃

p′

for any covering p′ : (X̃ ′, x̃′0) → (X, x0). This universal property is a consequence of the

lifting criterion ??, which requires that the domain, in this case X̃, is path-connected and
locally path-connected. This holds, due to our assumptions that X̃ is simply connected
(which in particular requires X̃ to be path-connected) and that X is locally path-connected

(which implies that X̃ is locally path connected).
In particular, for locally path-connected X its universal coverings are unique up to iso-

morphism, resulting in the custom to talk about the universal covering of X.
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Example 4.16. (Examples of universal coverings).

1. p : R→ S1, t 7→ e2πit is the universal covering of S1.

2. The projection map p : Sn → RPn = Sn/ ∼ is the covering of the projective space RPn
for n ≥ 2, since the sphere Sn is simply connected for n ≥ 2.

Not every space X has a universal covering. The following condition turns out to be a
necessary and sufficient condition for the existence of a universal covering of X.

Definition 4.17. A space X is semilocally simply-connected if every point x ∈ X has an
open neighborhood U such that the induced homomorphism π1(U, x) → π1(X, x) is the
trivial map.

To see that this is in fact a necessary condition for the existence of a universal covering
X̃ → X of a path-connected space X, assume that p : X̃ → X is a universal covering.
For x ∈ X, let U be an evenly covered open neighborhood of x, and let Ũ

≈−→ U be the
homeomorphism given by restricting p, and let x̃ ∈ Ũ be the unique point with p(x̃) = x.

Let iU : U → X and iŨ : Ũ → X̃ be the inclusion maps. Then the commutative diagram

π1(Ũ , x̃) π1(X̃, x̃) = {1}

π1(U, x) π1(X, x0)

p∗∼=

iŨ∗

p∗

iU∗

shows that the homomorphism iU∗ is trivial.

Example 4.18. An example of a space which is not semilocally simply connected is the
Hawaiian Earring, the subspace of R2 given by the union of the circles of radius 1/n with
center (0,−1/n) for n = 1, 2, . . . , shown in the picture below (for typographical reasons the
figure does not show all circles).

Figure 2: The Hawaiian Earring

We note that the condition locally simply-connected is stronger than semilocally simply-
connected. For example, a locally simply connected space is in particular locally path-
connected; the Warsaw circle is not locally path-connected, but it is semilocally simply-
connected since its fundamental group is trivial. Another example is provided by the cone
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of the Hawaiian Earring, which has vanishing fundamental group, but not every point x
has an open neighborhood with vanishing fundamental group contained in a prescribed
neighborhood.

Theorem 4.19. A path-connected space X has a universal covering if and only if X is
semilocally simply-connected.

For the proof we refer to Hatcher’s book (p. 63-65) or Munkres’ book (Theorem 82.1, p.
495).

Definition 4.20. Let G be a topological group.

(i) A G-action on a space X is a continuous map µ : G ×X → X which is associative in
the sense that g(hx) = (gh)x for g, h ∈ G and x ∈ X (here we write gh ∈ G for the
product of g and h, and hx ∈ X for µ(h, x)). If G is a discrete group (i.e., the topology
on G is the discrete topology), then the continuity of the action map µ : G ×X → X
is equivalent to the continuity of the map µ(g, ) : X → X, x 7→ µ(g, x) = gx for all
g ∈ G.

(ii) The action is free if for all x ∈ X the only g ∈ G with gx = x is the identity element.

(iii) The action is transitive if for all x, y ∈ X there is some g ∈ G with gx = y.

(iv) For x ∈ X the subset Gx := {gx | g ∈ G} is the orbit through x, and G\X = {orbits}
the orbit space of the G-action of X. The topology on G\X is the quotient topology
determined by the surjective map p : X → G\X, given by x 7→ Gx.

Example 4.21. (Examples of group actions).

(1) The group Z acts on R via the action map (n, t) 7→ n + t. The orbit space Z\R is
homeomorphic to S1 via the map [t] 7→ e2πit. Via this homeomorphism the projection
map R→ Z\R corresponds to our standard covering map p : R→ S1.

(2) The group Z/2 ∼= {±1} acts on Sn via the action map {±1} × Sn → Sn, (±1, x) 7→ ±1.
The orbit space {±1}\Sn is equal to the projective space RPn.

We note that in these examples the projection maps p : X → G\X are the universal
coverings of the quotient spaces S1 resp. RPn (n ≥ 2) mentioned in Example ??. The group
acting is the fundamental group of the quotient space.

Much more generally, if p : (X̃, x̃0)→ (X, x0) is the universal covering of a path-connected

space X, then for any point x̃ ∈ X̃ there is a path α̃ in X̃ from x̃0 to x̃, which is unique up
to homotopy since X̃ is simply-connected.



4 COVERING SPACES 74

Lemma 4.22. Let p : (X̃, x̃0) → (X, x0) be the universal covering of a path-connected and

locally path-connected space X. Then the fundamental group π1(X, x0) acts freely on X̃ such
that the orbits are precisely the fibers of p.

The proof is a homework problem.

Definition 4.23. Let X be a topological space. Let Cov(X) be the category of path-
connected coverings of the space X defined as follows:

• The objects of Cov(X) are coverings p : E → X of X with path-connected total space
E.

• The morphisms of Cov(X) from a covering p : E → X to a covering p′ : E ′ → X are
maps φ : E → E ′ which make the diagram

E E ′

X

p

φ

p′

commutative.

• the composition of morphisms in Cov(X) is given by composing the maps φ : E → E ′

and φ′ : E ′ → E ′′; the identity morphism of E → X is the identity map of E.

There is a variant of this category, namely the category Cov∗(X, x0) of based path-
connected coverings of the pointed space (X, x0), where the objects are based coverings
p : (E, e0) → (X, x0) with E path-connected, and the morphisms are maps φ : (E, e0) →
(E ′, e′0) that are compatible with the projection maps to X.

While the definition of the category of coverings of a topological space X does not require
assumptions on X, we need assumptions in order to use the tools at our disposal to analyze
that category:

• the Lifting Criterion 4.11 involves assumes that the domain of the lift is path-connected
and locally path-connected;

• the existence of the universal covering of a space requires it to be semilocally simply-
connected.

So typically we will make the following requirement.

Definition 4.24. We will call a space X reasonable if X is path-connected, locally path-
connected and semilocally simply connected.
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Theorem 4.25. (Classification of path-connected based coverings). Let (X, x0) be
a reasonable path-connected space. Then there is a bijection between

{based coverings p : (X̃, x̃0)→ (X, x0 with X̃ path-connected}/isomorphism

and
{subgroups of π1(X, x0)}.

It is given by sending a covering p to the subgroup p∗π1(X̃, x̃0) ⊂ π1(X, x0).

4.3 G-coverings

We recall that the fundamental group G := π1(X, x0) of a reasonable space X (in the sense

of our convention 4.24) acts on the universal covering p : X̃ → X of a space X. This action
has the following properties

(i) The action is compatible with the projection map p in the sense that p(gx̃) = p(x̃). In

particular, the action restricts to an action on each fiber p−1(x) ⊂ X̃ for x ∈ X.

(ii) The action on each fiber is transitive, i.e., for any x̃, x̃′ ∈ p−1(x), there is some g ∈ G
such that gx̃ = x̃′.

(iii) The action is free, i.e., if if gx̃ = x̃ for some x̃ ∈ X̃, then g is the identity element of G.

Definition 4.26. Let G be a group, and let X be a space. A G-covering of X is a covering
p : E → X together with a G-action on E with the properties (i), (ii) and (iii) above.

Here is an example of a G-covering of X that is not the universal cover of X. Let G be
the cyclic group of three elements and let p : S1 → S1 be the covering given by z 7→ z3. To
describe the action, it will be convenient to think of G not as Z/3, but as the group of third
roots of unity, i.e., as G = {ζ ∈ S1 ⊂ C | ζ3 = 1}. Let G act on S1 via the map

G× S1 −→ S1 (ζ, z) 7→ ζz.

This is an action map since for ζ, ζ ′ ∈ G and z ∈ S1 we have ζ(ζ ′z) = (ζζ ′)z. It has the
required properties:

(i) p(ζz) = (ζz)3 = ζ3z3 = z3 = p(z).

(ii) G acts transitively on the fibers p−1(x) for any x ∈ S1, since if z, z′ ∈ p−1(x), then
z3 = p(z) = p(z′) = (z′)3 and hence 1 = z−3(z′)3 = (z−1z′)3. In other words, ζ := z−1z′

is a third root of unity and hence ζz = z′ shows that z′ is in the G-orbit of z.

(iii) If ζ ∈ G fixes some point z ∈ S1, then ζz = z, and hence ζ = zz−1 = 1. In other
words, G acts freely.
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A slight variation of this example is given by the covering p : C× → C×, z 7→ z3 (here
C× = C \ {0}). As above, let G be the group of third roots of unity and let G act on the
total space C× by (ζ, z) 7→ ζz. The same arguments as above show that this is a G-covering.
In fact, restricting this G-covering of C× to the subspace S1 ⊂ C×, we obtain the first
G-covering.

Theorem 4.27. Let (X, x0) be a reasonable path-connected space. Then there is a bijection
between

{based G-coverings p : (X̃, x̃0)→ (X, x0)}/isomorphism

and
{group homomorphisms φ : π1(X, x0)→ G}

It is given by sending a G-covering p to the group homomorphism φ : π1(X, x0) → G which
sends the element of π1(X, x0) represented by a based loop γ in (X, x0) to the unique g ∈ G
such that γ̃(1) = gx̃0, where γ̃ : I → X̃ is the unique lift of γ with γ̃(0) = x̃0.

Want addendum saying that this bijection is compatible with restrictions

Proof. Proof that φ is a homomorphism. Let γ, δ be based loops in (X, x0) and let γ̃, δ̃ : I →
X̃ be their lifts starting at x̃0. Let g = φ([γ]) ∈ G, h = φ([δ]) ∈ G be the unique elements

such that γ̃(1) = gx̃0 and δ̃(1) = hx̃0. To determine φ([γ][δ]) = φ([γ ∗ δ]), we need to

determine the unique lift of the concatenated path γ∗δ. Let gδ̃ : I → X̃ be the path obtained
by letting g ∈ G act on the path δ̃, explicitly, (gδ̃)(s) := g(δ̃(s)) for s ∈ I. Then gδ̃ has

starting point gδ̃(0) = gx̃0, which is the endpoint of γ̃, allowing us to form the concatenation

γ̃ ∗ (gδ̃). This is a lift of the loop γ ∗ δ with endpoint of (γ̃ ∗ (gδ̃)) = gδ̃(1) = g(hx̃0). This
proves φ([γ][δ]) = gh and hence φ is a homomorphism.

Proof incomplete

4.3.1 Proof of the Seifert van Kampen Theorem for reasonable spaces

Proof. We need to show that the commutative diagram of groups

π1(U ∩ V, x0) π1(U, x0)

π1(V, x0) π1(X, x0)

jU∗

jV∗ iU∗

iV∗

(4.28)

is a pushout diagram. Let U ′ ⊂ U be the path component of U containing the basepoint
x0, which consists of all points x ∈ U for which there is a path starting in x0 and ending in
x. This subspace of U is a path-connected space and the inclusion map i : U ′ → U induces
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an isomorphism i∗ : π1(U ′, x0)
∼=−→ π1(U, x0), since every based loop in (U, x0) and homotopy

between based loops is necessarily contained in U ′.
To verify that diagram (4.28) is a pushout square, we need to check whether it has the

universal property expressed by the following diagram of groups and group homomorphisms

π1(U ∩ V, x0) π1(U, x0)

π1(V, x0) π1(X, x0)

G

jU∗

jV∗
f1

iU∗

f2

iV∗

∃!f

(4.29)

This diagram contains many group homomorphisms from fundamental groups of U , V , U∩V
and X to the group G. Via Theorem 4.27 these homomorphisms can be interpreted geomet-
rically as G-coverings over these topological spaces (up to isomorphism). In particular, the
homomorphism f2 ∈ Hom(π1(U, x0), G) corresponds to some G-covering

p1 : (Ũ , x̃1) −→ (U, x0).

This G-covering restricts to a G-covering (Ũ|U∩V , x̃1) −→ (U∩V, x0), which by the Addendum
corresponds to the composition

π1(U ∩ V, x0) π1(U, x0) G.
jU∗ f1

Similarly, f2 : π1(V, x0) → G corresponds to a G-covering p2 : (Ṽ , x̃2) → (V, x0). Its re-

striction to U ∩ V is a G-covering (Ṽ|U∩V , x̃2) −→ (U ∩ V, x0) which corresponds to the
composition f2 ◦ jV∗ : π1(U ∩ V, x0) → G. By the commutativity of the outer square of the
diagram (??), f1 ◦ jU∗ = f2 ◦ jV∗ . By the Classification Theorem for G-coverings, this implies
that there is an isomorphism between the corresponding based covering spaces over U ∩ V ,
i.e., there is a G-equivariant map basepoint preserving map φ making the following diagram
commutative:

Proof incomplete

5 Smooth manifolds

5.1 Smooth manifolds

Motivation: the possible states of a classical physical system corresponds to the points of
a manifold called the phase space of the system. For example, the phase space of a particle
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moving in R3 is R6, with the first three coordinates describing the position of the particle
at a fixed time, the last giving its velocity. According to the laws of classical physics, this
information suffices to determine the position and velocity of the particle for any time by
solving a differential equation.

If the particle is restricted to move in S2 ⊂ R3, its velocity vector is restricted to be
tangent to S2. Hence the pair (x(t), v(t)) in this case is restricted to be a point in the
4-dimensional manifold consisting of the pairs (x, v) ∈ R3 × R3 such that ||x|| = 1 and v is
perpendicular to x. The physical state (x(t), v(t)) can be determined from (x(0), v(0)) by
solving a differential equation. This example makes it clear that we want to do

Calculus on manifolds

Let U be an open subset of Rn, and let f : U → R be a real valued function. The two
main constructions of Calculus are

• Differentiation, which associates to f its (total) derivative

df =
∂f

∂x1

dx1 + · · ·+ ∂f

∂xn
dxn (5.1)

• Integration, which associates to f the integral∫
U

f(x)dx1 . . . dxn. (5.2)

Needless to say, some conditions on the function f are needed to ensure that df exists (f
should be differentiable) or that the integral over U exists (f should be integrable). For our
geometric purposes here, we will assume that the functions we consider are smooth, i.e., can
be differentiated as often as desired, which will ensure that all derivatives or integrals we will
consider below exist. This is a condition much stronger than needed, but it will be pretty
clear how the theory of smooth manifolds can be modified to get away with less amount of
differentiability.

Definition 5.3. Let U be an open subset of Rn. A function f : U → R is smooth if for all
n-tupels (k1, . . . , kn), ki ∈ N, the corresponding partial derivative

∂kf

∂xk1 . . . ∂xknn
(x)

exist for all points x ∈ U ; here k =
∑n

i=1 ki. A map f = (f1, . . . , fm) : U → V ⊂ Rm is
smooth if all its component functions fi are smooth. This map f is a diffeomorphism if f
is a bijection and its inverse map f−1 : V → U is smooth as well (it turns out that this can
only happen if m = n).
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Goals of this section.

(i) Define what a “smooth function” f : M → R on a manifold M is.

(ii) Define the total derivative df of a smooth function. What kind of object is a df?

(iii) Define suitable objects on an n-manifold M that can be integrated over M (if M is an
open subset of Rn, these are just of the form f(x)dx1 . . . dxn).

Before addressing (i) in the section, we remark that df is a smooth section of the cotangent
bundle of M , while the object sought in (iii) will turn out to be a smooth section of a
vectorbundle built from the cotangent bundle. This explains our interest in vector bundles
and their sections which will be discussed in the following sections.

Definition 5.4. Let M be a topological manifold of dimension n. A chart for M is an open
subset U ⊂M and a homeomorphism

M ⊃
open

U
φ−→ φ(U) ⊂

open
Rn.

A collection of charts {(Uα, φα)}α∈A is an atlas for M if {Uα}α∈A is an open cover of M , i.e.,
if M =

⋃
α∈A Uα.

Example 5.5. (Examples of charts and atlases).

1. Let M = Sn be the sphere of dimension n. For i = 0, . . . , n let U+
i := {(x0, . . . , xn) ∈

Sn | xi > 0} and U−i := {(x0, . . . , xn) ∈ Sn | xi < 0}. Let φ±i : U±i → Bn
1 be the

homeomorphism given by

φ±i (x0, . . . , xn) = (x1, . . . , xi−1, x̂i, xi+1, . . . , xn).

Then (U+
i , φ

+
i ) and (U−i , φ

−
i ) are 2(n+1) charts for the manifold Sn. Since every point

of Sn belongs to some hemisphere U±i , this collection of charts form an atlas for Sn.

2. A smaller atlas of Sn consisting of just two charts is obtained by using the homeomor-
phisms

φ± : U± := Sn \ {(0, . . . ,±1)} ≈−→ Rn

given by stereographic projections.

3. Let M be the projective space RPn, considered as the quotient space Rn \ {0}/x ∼ λx
for x ∈ Rn \ {0} and λ ∈ R \ {0}. Let Ui ⊂ RPn be the open subset given by
Ui := {([x0, . . . , xn] ∈ RPn | xi 6= 0}. Then the map

Ui Rnφi
[x0, . . . , xn] 7→ (

x0

xi
, . . . ,

xi−1

xi
,
x̂i
xi
,
xi+1

xi
, . . . ,

xn
xi

)

is a homeomorphism with inverse given by φ−1
i (v1, . . . , vn) = [v1, . . . , vi−1, 1, vi, . . . , vn].

In particular, the collection of charts {(Ui, φi)}i=0,...,n is an atlas for RPn.
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Smoothness of a function Rn ⊃ U → R is a local property in the sense that if U is
the union of open subsets Uα ⊂ U with

⋃
α∈A Uα = U , then f is smooth if and only if the

restriction fUα is smooth for all α ∈ A. Let M be an n-manifold with an atlas (Uα, φα)α∈A),
and let f : M → R be a map. The observation above suggests to define that f|Uα : Uα → R
is smooth if the composition

Rn ⊃ φα(Uα) Uα R
φ−1
i

f|Uα

is smooth (unlike Uα ⊂M , the image φα(Uα) is an open subset of Rn, and hence we already
know by Definition 5.3 what a smooth function with domain φα(Uα) is). Then we define f
to be smooth if its restriction f|Uα : Uα → R to each Uα ⊂M is smooth.

The problem with the proposed definition. Suppose there are two charts (U, φ), (V, ψ)
belonging to the atlas {(Uα, φα)}α∈A with U∩V 6= ∅. Then according to the above definition,
there would be two ways to determine whether the restriction f|U∩V is smooth: we could use
the chart (U, φ) and check whether the composition

Rn ⊃ φ(U ∩ V ) U ∩ V Rφ−1

≈
f

is smooth. Alternatively, we could use the chart (V, ψ) and check for smoothness of the
composition

Rn ⊃ ψ(U ∩ V ) U ∩ V Rψ−1

≈
f

The problem is that these two ways to test for smoothness of the function f on U ∩V might
not yield the same answer. We note that the second map f ◦ ψ−1 can be expressed as the
composition

ψ(U ∩ V ) φ(U ∩ V ) R

f◦ψ−1

φ◦ψ−1

≈
f◦φ−1

We also note that φ ◦ ψ−1 is a map between open subsets of Rn, and hence we can check by
Definition 5.3 whether it is smooth. This map is a homeomorphism, but in general, there
is no reason that this map should be smooth. It follows that if f ◦ φ−1 is smooth, the map
f ◦ ψ−1 in general won’t be smooth. In other words, the smoothness test for f restricted to
U ∩ V using the chart (U, φ) in general won’t give the same answer as the smoothness test
using the chart (V, ψ).

Let M be a topological manifold. How can we define whether a map f : M → R is
smooth?
First try. We call a f smooth at a point x if
Still missing: transition map, smooth compatible, smooth atlas, smooth structure, smooth
manifold, smooth function on a manifold, smooth maps between manifolds
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5.2 Tangent space

We begin by reviewing the differential of a smooth map between open subsets of Euclidean
spaces. Our goal is to extend this definition to smooth maps between manifolds.

Definition 5.6. Let Rm ⊃ U
F−→ V ⊂ Rn be a smooth map. For a point p ∈ U , the

differential of F at p is the linear map

dF (p) : Rm −→ Rn (5.7)

which corresponds to the Jacobi matrix
∂F1

∂x1
(p) . . . ∂F1

∂xm
(p)

...
. . .

...
∂Fn
∂x1

(p) . . . ∂Fn
∂xm

(p)


via the usual mechanism, i.e., the i-th column vector of the Jacobi matrix is equal dF (p)
applied to ei ∈ Rm, where {ei}i=1,...,m is the standard basis of Rm.

Theorem 5.8. (Chain Rule). Let U ⊂ Rm, V ⊂ Rn and W ⊂ Rp be open subsets, and let

U V VF G

be smooth maps. Then for p ∈ U the differential d(G ◦ F )(p) is the composition

Rm Rn Rp.
dF (p) dG(F (p))

Our goal is to generalize the construction of the differential to smooth maps F : M → N
between manifolds; i.e., for p ∈M we want to construct the differential dF (p) which should
be a linear map. One might suspect that the domain of dF (p) is Rm, where m = dimM ,
and its codomain is Rn, n = dimN . It turns out to be more involved, namely dF (p) is a
linear map

dF (p) : TpM −→ TF (p)N, (5.9)

where TpM is an m-dimensional vector space associated to M and p ∈M , called the tangent
space of M at the point p.

So our next goal is to define the tangent space TpM ; in fact, we will provide two defi-
nitions, the “geometric” definition, denoted T geo

p M and the “algebraic” definition, denoted
T alg
p M . The reason for dealing with both, rather than settling on one of these is that both

have their pros and cons, and hence it’s good to know both of them.
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5.2.1 The geometric tangent space

The strategy for for how to construct either T geo
p M or T alg

p M is basically the same: if M
is an open subset of Rn, the to be constructed tangent space T geo

p M resp. T alg
p M should be

isomorphic to Rn. So in both cases, we first observe that there is a very peculiar, roundabout
way to think about a vector v ∈ Rn. The only redeeming quality of this is that this very
peculiar, roundabout way still makes sense when we are no longer looking at a point p of
some open subset of Rn, but for p a point in a smooth manifold M .
Observation. Let M ⊂ Rn be an open subset, and let p be a point of M . We define an
equivalence relation ∼ on smooth paths γ : (−ε, ε)→M with γ(0) = p as follows

((−ε1, ε1)
γ1−→M) ∼ ((−ε2, ε2)

γ2−→M) if and only if γ′1(0) = γ′2(0)

It is evident that the map

{γ : (−ε, ε)→M | γ is smooth}/ ∼ → Rn given by [γ] 7→ γ′(0)

is a bijection. In other words, these equivalence classes of smooth paths is just a very
complicated way to think about vectors in Rn. The only redeeming quality of doing this is
that this construction works in the more general case where M is a smooth manifold rather
than an open subset of Rn and motivates the following definition.

Definition 5.10. Let M be a smooth n manifold and p ∈ M . We define the geometric
tangent space of M at p to be

T geo
p M := {γ : (−ε, ε)→M | γ is smooth and γ(0) = p}/ ∼,

where two such paths γ1 : (−ε1, ε1) → M and γ2 : (−ε2, ε2) → M are declared equivalent
if for some smooth chart (U, φ) with p ∈ U the tangent vectors of the paths φ ◦ γ1 and
φ ◦ γ2 in Rn have the same tangent vector at t = 0 (we might restrict the domain to γi to a
smaller interval around 0 such that the compositions φ ◦ γi are defined. We observe that the
seemingly stronger requirement that (φ ◦ γ1)′(0) = (φ ◦ γ2)′(0) for all smooth charts (U, φ)
with p ∈ U is actually equivalent to the condition above.

We note that if the manifold M is an open subset of Rn, we can use the smooth chart
(M, i) provided by the inclusion map i : M → Rn. So in this case, the geometric tangent
space T geo

p M is equal to the quotient space discussed above and the map

T geo
p M

∼=−→ Rn [γ] 7→ γ′(0) (5.11)

is a bijection. So in this case, the geometric tangent space can be identified with Rn via this
bijection, which we will often do without further comment.
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Example 5.12. The idea of extracting the more concrete object γ′(0) from the “abstract
beast” [γ] ∈ T geo

p M works in more general situations, for example for M = Sn ⊂ Rn+1 (or
more generally for submanifolds M ⊂ Rn+k, a concept we will define a little later). It is easy
to show that if γ is a smooth path in Sn, then its composition i ◦ γ with the inclusion map
i : Sn → Rn+1 is a smooth path in Rn+1, and hence it has a tangent vector (i◦γ)′(0) ∈ Rn+1.
It is not hard to show that

T geo
p Sn −→ Rn+1 given by [γ] 7→ (i ◦ γ)′(0)

is a well-defined injective map. From the geometric picture it is clear that the tangent vector
(i ◦ γ)′(0) of the path i ◦ γ should be perpendicular to the vector p ∈ Rn+1. This can also
be verified by the following calculation. Let f : Rn+1 → R be the function f(x0, . . . , xn) =
x2

0 + · · · + x2
n, which can be used to describe Sn as Sn = f−1(1) ⊂ Rn+1. Hence if γ is

a smooth path in Sn, then f ◦ γ is constant and so its derivative vanishes. On the other
hand, we can calculate the derivative (f ◦ γ)′(0) via the chain rule and obtain the following
equation:

0 = (f ◦ γ)′(0) = 〈(gradf)(γ(0)), γ′(0)〉.
For γ(0) = p = (x0, . . . , xn) we have gradf = ( ∂f

∂x0
, . . . , ∂f

∂xn
) = (2x0, . . . , 2xn) = 2p. It follows

that 0 = 〈p, γ′(0)〉, i.e., the tangent vector γ′(0) is perpendicular to p. Again, it is not
difficult to show that every vector v ∈ Rn+1 perpendicular to p is the tangent vector of some
path γ in Sn. Summarizing, we obtain a bijection

T geo
p Sn

∼=−→ {v ∈ Rn+1 | v is perpendicular to p} given by [γ] 7→ γ′(0)

Definition 5.13. Let M , N be smooth manifolds, and let F : M → N be a smooth map.
Then for p ∈M the induced map of geometric tangent spaces or the differential of F at p is
the map

T geo
p M T geo

F (p)N
F geo
∗ given by [γ] 7→ [F ◦ γ]

We might also write F∗ if it is clear that we are using the geometric version of the tangent
space, or dF (p).

Of course, we should justify the notation dF (p) by showing that the map F geo
∗ agrees with

the differential as defined via the Jacobian matrix if M , N are open subsets of Euclidean
space. This is the content of the next Lemma.

Lemma 5.14. Let U ⊂ Rm, V ⊂ Rn be open subsetsm, let F : U → V be a smooth map,
and let p ∈ U . Then the diagram

T geo
p U T geo

F (p)V

Rm Rn

∼=

F geo
∗

∼=
dF (p)
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Here the vertical maps are the bijections (5.11), and the bottom horizontal map is the usual
differential of F at p (see (5.7)) corresponding to the Jacobian matrix.

Proof. Let γ : (−ε, ε)→ U be a smooth path. Then the left vertical map sends [γ] ∈ T geo
p U

to γ′(0) ∈ Rm, which via dF (p) maps to (dF (p))(γ′(0)) ∈ Rn.
Going the other way, F∗geo([γ]) = [F ◦ γ], which via the right vertical map is send to

(F ◦ γ)′(0). Using the chain rule,

(F ◦ γ)′(0) = (dF (γ(0))(γ′(0)) = (dF (p))(γ′(0)),

which proves that the diagram is commutative.

Lemma 5.15. (Chain rule for the induced map of geometric tangent spaces). Let
M , N , P be smooth manifolds and let F : M → N , G : N → P be smooth maps. Then for
p ∈M the following diagram is commutative:

T geo
p M T geo

F (p)N T geo
G(F (p))P

(G◦F )geo∗

F geo
∗ Ggeo

∗

Proof.

Ggeo
∗ (F geo

∗ ([γ])) = Ggeo
∗ ([F ◦ γ]) = [G ◦ (F ◦ γ)] = [(G ◦ F ) ◦ γ] = (G ◦ F )geo

∗ ([γ]).

Corollary 5.16. If F is a diffeomorphisms with inverse G, then F geo
∗ is a bijection with

inverse Ggeo
∗ .

In particular, if M is a smooth manifold with a smooth chart M ⊃ U
φ−→ V := φ(U) ⊂

Rn, then φ is a diffeomorphism, and hence for p ∈ U we have bijections

T geo
p M = T geo

p U T geo
φ(p)V Rnφgeo∗

∼=

∼= (5.17)

Here the last map is the bijection (5.11), and the equality T geo
p M = T geo

p U follows from
immediately from the definition of the geometric tangent space.

Ok, the construction of the geometric tangent space is pretty straightforward and it
agrees with what we want if the manifold is an open subset of Euclidean space. Moreover,
the map F geo

∗ of geometric tangent spaces induced by a smooth map F is easy to define,
agrees with the usual differential for open subsets of Euclidean spaces, and is compatible
with compositions (i.e., we have a chain rule). So, what’s not to like about the geometric
tangent space?



5 SMOOTH MANIFOLDS 85

The biggest drawback is that the geometric tangent space T geo
p M is not a vector space in

an obvious way. We can use the bijection (5.17) to define a vector space structure on T geo
p M

(which turns out to be independent of the choice of the chart (U, φ)), but this vector space
structure does not have a direct geometric description. For example, if γ and δ are smooth
paths in M , it is not clear how to construct a path that represents the sum [γ]+[δ] ∈ T geo

p M .

5.2.2 The algebraic tangent space

The definition of the algebraic tangent space T alg
p M at a point p of a smooth manifold M

is more involved and less intuitive than that of the geometric tangent space T geo
p M . Its

big advantage is that unlike the geometric tangent space, the algebraic tangent space has
an evident vector space structure. To motivate the definition, we first provide a really
complicated way to think about vectors in Rn as “derivations”.

5.3 Smooth submanifolds

Definition 5.18. Let N be a smooth manifold of dimension m + k. A subset M ⊂ N is a
smooth submanifold of N of dimension n if the inclusion M ↪→ N locally is isomorphic to
the inclusion Rn ↪→ Rm+k, i.e., if for every p ∈M there is a smooth chart

N ⊃
open

U
φ−→ Rm+k = Rm × Rk

with p ∈ U such that
φ(M ∩ U) = φ(U) ∩ (Rm × {0}).

A chart (U, φ) with this property will be called a submanifold chart for M ⊂ N .

Remark 5.19. The restriction of φ to M ∩ U gives a chart φ| : M ∩ U → Rm for M . In
particular, M is a topological manifold of dimensionm. We claim that if (U, φ), (V, ψ) are two
smooth charts of the special form described in the definition above, then the corresponding
charts φ|, ψ| for M are smoothly compatible. To check this, we need to show that the
transition map

Rm ⊃ φ(M ∩ U ∩ V ) M ∩ U ∩ V ψ(M ∩ U ∩ V ) ⊂ Rm
φ−1
| ψ|

is smooth. Note that this map is given by restricting the transition map

Rm+k ⊃ φ(U ∩ V ) U ∩ V ψ(U ∩ V ) ⊂ Rm+kφ−1 ψ

to Rm ⊂ Rm+k. Since the charts (U, φ), (V, ψ) are smoothly compatible, the transition
function ψ ◦φ−1 is smooth, and hence also its restriction to Rm. This shows that (M ∩U, φ|)
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and (M ∩V, ψ|) are smoothly compatible. Hence the atlas for M obtained from these special
charts for N is in fact smooth, and hence determines a smooth structure on the topological
manifold M . Summarizing: a submanifold M is in fact a smooth manifold.

Definition 5.20. regular/critical points, regular values: first for maps Rm+1 ⊃ U → R,
then Rm+k → Rk, then Nm+k → Qk.

Theorem 5.21. Let F : N → Q be a smooth map.

(i) If q is a regular value, then M = F−1(q) is a manifold of dimension dimM = dimN −
dimQ.

(ii) For p ∈M the tangent space TpM ⊂ TpN is equal to ker(F∗ : TpN → TqQ).

Examples:

1. Sphere

2. SLn(R)

3. Vk(Rn), maybe do special case O(n) first.

The proof of Theorem 5.21 is based on the Inverse Function Theorem.

Proof. Finding a submanifold chart for M ⊂ N at the point p ∈ M is a local question; i.e.,
it suffices to find a submanifold chart for U ∩M ⊂ U ∩N where U is an open neighborhood
of p. Let (U, φ) be a smooth chart for M with p ∈ U , and let (V, ψ) be a smooth chart for
Q with q ∈ V . Replacing U by U ∩ F−1(V ) and restricting φ to that smaller neighborhood
of p ∈ N , we can assume F (U) ⊂ V . We may also assume (by composing φ resp. ψ by
translations in Rm+k resp. Rk) that φ(p) = 0 ∈ Rm+k and ψ(q) = 0 ∈ Rk. Let

Rm+k ⊃ φ(U) ψ(V ) ⊂ RkG

be the smooth map that makes the following diagram commutative:

N ⊃ U V ⊂ Q

Rm+k ⊃ φ(U) ψ(V ) ⊂ Rk

F

φ ∼= ψ∼=

G

Here the symbol ∼= next to φ and ψ indicate that these maps are diffeomorphisms onto their
image. Since p is a regular point of F , the commutative diagram implies that φ(p) = 0 ∈
Rm+k is a regular point of G, i.e., the differential

G∗ : T0φ(U) −→ T0ψ(V )
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is surjective. In particular, the vector space W := kerG∗ has dimension

dimT0φ(U)− dimT0ψ(V ) = (m+ k)− k = m.

The situation is depicted in the following figure.

F

φ

G

ψ

ψ(V ) ⊂ Rk

χ

N

p

U

M = F−1(q)

Q

︷︸︸︷ Vq

W = kerG∗

Rm+k ⊃ φ(U)

φ(p)

φ(U ∩M)

Rm

Rk

χ(φ(p))

χ(φ(U ∩M))
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In this picture the level set M = F−1(q) and φ(U ∩M) are drawn in red. To construct a
submanifold chart of M ⊂ N at p ∈M it suffices to find a submanifold chart for φ(U ∩M) ⊂
φ(U) at 0 ∈ φ(U) ⊂ Rm+k. In other words, we need to find a smooth map

χ : φ(U) −→ Rm × Rk

satisfying the following properties:

(a) χ(φ(U ∩M)) ⊂ Rm = Rm × {0} ⊂ Rm × Rk, and

(b) the restriction of χ to a neighborhood of 0 is a diffeomorphism onto its image.

Let χ1 : φ(U)→ Rm, χ2 : φ(U)→ Rk be the component maps of χ, i.e., χ(x) = (χ1(x), χ2(x)) ∈
Rm × Rk for all x ∈ φ(U). Then the first condition can be satisfied by defining χ2 to be
the smooth function G, which by construction has the property G(x) = 0 if and only if
x ∈ φ(U ∩ M). For the construction of χ1 we note that by the Inverse Function The-
orem ??, condition (ii) holds provided the differential of χ at 0 is an isomorphism. Let
π1 : Rm × Rk → Rm and π2 : Rm × Rk → Rk be the projection maps and consider the
following composition:

T0φ(U) T(0,0)(Rm × Rk) T0Rm × T0Rkχ∗ π1
∗×π2

∗
∼=

By Lemma 1.4 the map π1
∗ × π2

∗ is an isomorphism of vector spaces, and hence

kerχ∗ = ker(π1
∗ ◦ χ∗) ∩ ker(π2

∗ ◦ χ∗) = kerχ1
∗ ∩ kerχ2

∗ = kerχ1
∗ ∩ kerG∗,

where all these differentials are taken at 0. In other words, it suffices to construct χ1 : φ(U)→
Rm in such a way that its differential (at 0 ∈ φ(U) is injective on W := kerG∗. Let χ1 be
the composition

Rm+k ⊃ φ(U) W Rm,π h
∼=

where π is the orthogonal projection from Rm+k onto its subspace W , and h is any choice of
an isomorphism g between the vector spaces W and Rm; such an isomorphism exists since
W is the kernel of the surjective map G∗ : T0Rm+k → T0Rk, and hence dimW = m. Since
χ1 is a linear maps, its differential χ1

∗ : T0Rm+k = Rm+k → T0Rm = Rm is equal to χ1. In
particular, χ1

∗ restricted to W is given by the isomorphism g and hence kerχ1
∗ ∩W = {0}.

which finishes the proof of part (i).

Proof of part (ii). To show that TpM is contained in the kernel of F∗, let [γ] ∈ T geo
p M ,

where γ : (−ε, ε) → M is a smooth path with γ(0) = p. Then F∗[γ] = [F ◦ γ] is the zero
element of T geo

q Q, since F ◦ γ(t) = q is the constant path at q. This proves TpM ⊂ kerF∗.
To prove the converse inclusion we note that both vector spaces have the same dimension,
since

dimTpM = dimM = dimN − dimQ
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by part (i). The dimension of the kernel of the surjective map F∗ : TpN → TqQ is dimTpN −
dimTqQ = dimN − dimQ, which proves part (ii).

6 Smooth vector bundles

The goal of this section is to define the notion of smooth section of a vector bundle E over a
smooth manifold M . We will begin with examples motivating the need for this notion, follow
it up with a preliminary definition which captures some but not all the required features and
end up with the technical Definition ?? of smooth vector bundles and their sections.

Example 6.1. Let M be a smooth manifold and let γ : R×M →M be a smooth action of
the group R. For p ∈ M let γp : R → M be the smooth path given by γp(t) := γ(t, p). The
path γp represents an element [γp] in the geometrically defined tangent space. Conforming
with the standard notation in the case of open subsets of Euclidean space, we will use the
notation γ′p(0) := [γp] ∈ TpM . The assignment

M 3 p 7→ γ′p(0) ∈ TpM

is an example of a vector field on M in the sense of the following definition.

Definition 6.2. (Preliminary!) A vector field on a smooth manifold M is an assignment
X that assigns to any point p ∈M a tangent vector X(p) ∈ TpM .

Example 6.3. Let f : M → R be a smooth function on a smooth manifold M . For p ∈M ,
let

dfp = f∗ : TpM −→ Tf(p)R = R

be the differential of f at the point p (as usual we identify here the tangent space TqRn at
q ∈ Rn with the vector space Rn). We recall that for a vector space V the space Hom(V,R)
is called the dual vector spaceand is denoted by V ∗. In particular, dfp is an element of
Hom(TpM,R) = (TpM)∗, which is called the cotangent space of M at p and is denoted by
T ∗pM . The assignment df given by

M 3 p 7→ dfp ∈ T ∗pM,

is called the differential of f . It is an example of a 1-form, defined as follows.

Definition 6.4. (Preliminary!) A 1-form α on a smooth manifold M is an assignment

M 3 p 7→ αp ∈ T ∗pM.

Extracting the commonality of these examples, we make the following (preliminary!)
definition.
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Definition 6.5. (Preliminary!) A vector bundle E of rank k over a smooth manifold M
is a family {Ep}p∈M of vector space Ep of dimension k parametrized by points p in M . The
vector space Ep is called the fiber over p. A section s of E is an assignment

M 3 p 7→ s(p) ∈ Ep.

Example 6.6. Let V be a vector space of dimension k. Then the vector bundle E given by
Ep = V for all p ∈ M is called the trivial vector bundle over M with fiber V . We note that
a section of this bundle is simply a map M → V with values in the vector space M . So a
section s of a general vector bundle E should be viewed as generalization of vector-valued
function on M , whose value s(p) at a point p ∈ M is a vector s(p) in a vector space Ep,
which for a general vector bundle depends on the point p.

Question. What is missing in the above definitions of vector field, 1-form and section?

To see what is missing, we revisit the examples 6.1 and 6.3 in the special case where the
smooth manifold M is an open subset of Rn.

• Rn ⊃ M 3 p 7→ γ′p(0) ∈ TpM = Rn is an Rn-valued function. This is a smooth map,
as can be seen by rewriting γ′p(0) in the form

γ′p(0) =
∂γ

∂t
(0, p1, . . . , pn)

• Similarly, dfp ∈ T ∗pM = Hom(TpM,R) = Hom(Rn,R) = (Rn)∗ ∼= Rn using our
standard identification TpM = Rn for open subsets M ⊂ Rn and the isomorphism
(Rn)∗ ∼= Rn, under which the standard basis vector ei ∈ Rn corresponds to the i-th
vector ei ∈ (Rn)∗ of the dual basis {ei}i=1,...,n of the dual space (Rn)∗. It is easy
to check that via this isomorphism, the cotangent vector dfp ∈ T ∗pM corresponds to
(gradf)p ∈ Rn, which is a smooth function of p.

Definition 6.7. Let M be a smooth manifold. A smooth vector bundle of rank k over M
consists of the following data:

1. A smooth manifold E, called the total space and a smooth map π : E →M .

2. For each p ∈ M the set Ep := π−1(p), called the fiber over p, has the structure of a
k-dimensional vector space.

It is required that E is locally trivial in the sense that for each point p ∈M , there is an open
neighborhood U and a diffeomorphism Φ making the diagram

E|U := π−1(U) U × Rk

M

Φ

π π1
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commutative, such that the map Ep → {p} × Rk = Rk given by restriction of Φ is a vector
space isomorphism for each p ∈ U . The map Φ is called a local trivialization of E. We note
that this implies in particular that dimE = dim(U × Rk) = dimU + dimRk = dimM + k.

A section is a map s : M → E with π ◦ s = idM ; in other words, s(p) belongs to the fiber
Ep for every p ∈M . A section s is smooth if s : M → E is a smooth map. The vector space
of smooth sections of E will be denoted Γ(M,E).

Remark 6.8. There is an analogous definition of a vector bundle E over a topological space
M . Here E is required to be topological space, π : E → M is continuous map, and the
local trivializations Φ are required to be homeomorphisms. Vector bundles over topological
spaces are important objects in topology, but since our goal this part of the semester is to
do calculus on manifolds, we will focus on smooth vector bundles.

Example 6.9. (Examples of smooth vector bundles).

1. Let M be a smooth manifold and let V be a finite dimensional vector space. Then
E = M × V equipped with the projection map π : E → M is a smooth vector bundle
over M called the trivial vector bundle with fiber V . It is clear that the product
E = M × V is a smooth manifold, and that the projection map π is smooth. Each
fiber Ep = π−1(p) = {p} × V = V also has an obvious vector space structure. To
show that E is locally trivial, we choose U = M , pick a vector space isomorphism

h : V
∼=−→ Rk (which always exists for k = dimV ) and define

Φ: E|U = M × V −→M × Rk (p, v) 7→ (p, h(v))

This map satisfies all requirements of a locally trivialization.

2. Let U1, U2 be the open subsets of S1 defined by U1 := S1 \ {−1} and U2 := S1 \ {1}.
Let E be the quotient of the disjoint union

U1 × R q U2 × R (6.10)

modulo the equivalence relation ∼ defined by

(1, z, x) ∼ (2, z, ε(z)x) for z ∈ U1 ∩ U2 and ε(z) :=

{
+1 for im(z) > 0

−1 for im(z) < 0

Here (1, z, x) ∈ U1 × R and (2, z, x) ∈ U2 × R, i.e., the number in the first component
just indicates whether (z, x) is to be considered as an element of the first or the second
summand in the disjoint union (6.10). Moreover, im(z) is the imaginary part of z ∈
U1 ∩ U2 ⊂ S1 ⊂ C. The map π : E → S1 given by [1, z, x] 7→ z and [2, z, x] 7→ z is
a well-defined continuous map (by the continuity property of maps out of quotients;



6 SMOOTH VECTOR BUNDLES 92

the pre-composition of π with the projection map from (U1 × R) q (U2 × R) to the
quotient E is clearly continuous).

We construct bundle charts (U1,Φ1) and (U2,Φ2) for E as follows:

Φi : E|Ui −→ Ui × R given by Φi[i, z, x] = (z, x) (6.11)

Obviously, the restriction of Φi to each fiber Ez for z ∈ Ui is a vector space isomorphism,
and it is not hard to check that the maps Φi and their inverses are continuous, and
so Φi is a homeomorphism. The only thing not clear is why Φ is a diffeomorphism; in
fact, it is not even clear what that would mean, since we haven’t constructed a smooth
structure on E!

So our goal is to construct a smooth atlas for E in such a way that the maps Φi

are diffeomorphisms. We observe that the homeomorphisms Φi : E|Ui
≈−→ Ui × R can

essentially be thought of as charts for E. This is not literally true, since Ui is an open
subset of S1 rather than an open subset of R. However, Ui ⊂ S1 is diffeomorphic to an
open subset of R, e.g. the map (−1, 1)→ U1, t 7→ eπit is a diffeomorphism; similarly for
U2. Secretly composing with these diffeomorphisms, we will allow ourselves to think
of Φ1, Φ2 as charts for E. To show that {(EU1 ,Φ1), (EU2 ,Φ2)} is a smooth atlas, we
need to check that the transition maps are smooth. For example, Φ2 ◦ Φ−1

1 is given
explicitly as follows:

(U1 ∩ U2)× R E|U1∩U2 (U1 ∩ U2)× R

(z, x) [1, z, x] = [2, z, ε(z)x] (z, ε(z)x)

Φ−1
1 Φ2

We note that this map is locally constant; in particular, it is smooth. It is equal to its
own inverse inverse, and hence it is a diffeomorphism, which proves that {(EU1 ,Φ1), (EU2 ,Φ2)}
is a smooth atlas. As we have argued before, each chart of a smooth atlas is a diffeo-
morphisms between an open subset of the manifold and its image, which is an open
subset of Euclidean space. In particular, the maps Φi of (6.11) are diffeomorphisms.

Lemma 6.12. (Vector Bundle Construction Lemma). Let M be a smooth manifold of
dimension n, and let {Ep} be a collection of vector spaces parametrized by p ∈M . Let E be
the set given by the disjoint union of all these vector spaces, which we write as

E :=
∐
p∈M

Ep = {(p, v) | p ∈M, v ∈ Ep}

and let π : E → M be the projection map defined by π(p, v) = p. Let {Uα}α∈A be an open
cover of M , and let for each α ∈ A, let Φα : π−1(Uα) −→ Uα×Rk be maps with the following
properties
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(i) The diagram

E|Uα := π−1(Uα) Uα × Rk

Uα

π

Φα

π1

is commutative, where π1 is the projection onto the first factor.

(ii) For each p ∈ Uα, the restriction of Φα to Ep = π−1(p) is a vector space isomorphism
between Ep and {p} × Rk = Rk (which implies that Φα is a bijection).

(iii) For α, β ∈ A, the composition

(Uα ∩ Uβ)× Rk π−1(Uα ∩ Uβ) (Uα ∩ Uβ)× RkΦ−1
α Φβ

is smooth.

Then the total space E can be equipped with the structure of a smooth manifold of dimension
n+ k such that π : E →M is a smooth vector bundle of rank k with local trivializations Φα.

6.1 Measurements in manifolds

Let U be an open subset of Rn and let γ : [a, b]→ U be a smooth path. Then the length of
the path γ is given by

length(γ) =

∫ b

1

||γ′(t)||dt, (6.13)

where ||γ′(t)|| is the norm of the tangent vector γ′(t) of the path at the point γ(t) ∈ U . If
γ is a smooth path in a manifold M , we would like to calculate the length of γ in a similar
way. For each t ∈ [a, b] the tangent vector γ′(t) belongs to the tangent space Tγ(t)M , and so
the question is how to make sense of the norm ||γ′(t)||. We recall that the usual devise to
make sense of the norm ||v|| ∈ [0,∞) of a vector v of a vector space V is the following.

Definition 6.14. An inner product on a vector space V is a map g : V × V → R with the
following properties:

(i) multilinear: g is a linear function in each of its two slots;

(ii) symmetric: g(v, w) = g(w, v) for v, w ∈ V ;

(iii) positive definite: g(v, v) ≥ 0 for all v ∈ V and g(v, v) = 0 if and only if v = 0.

A map g : V × V → R satisfying (i) and (ii) is called a symmetric bilinear form on V . The
set of all symmetric bilinear forms is a vector space which is denoted Sym2(V ;R).
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The usual scalar product on Rn given by g(v, w) = v1w1 + · · · + vnwn for v, w ∈ Rn,
v = (v1, . . . , vn), w = (w1, . . . , wn), is an inner product on Rn. The scalar product on Rn

allows us to calculate the length ||v|| of a vector v ∈ Rn or the angle α(v, w) ∈ [0, π] between
vectors v, w ∈ Rn. Similarly, an inner product g on a vector space V allows us to do the
same for vectors v, w ∈ V by defining:

||v|| :=
√
g(v, v) cosα(v, w) :=

g(v, w)

||v||||w||
.

So an inner product on a vector space V should be thought of as a “yard stick” making it
possible to do measurements of lengths and angles in V . In particular in order to talk about
the norm of tangent vectors of a smooth manifold M , we need an inner product gp on the
tangent space TpM for all points p ∈ M . What we want to express is the desideratum that
the inner product gp ∈ Sym2(TpM ;R) “depends smoothly on p”. This is entirely analogous
to asking how to make precise the statement that for a smooth function f ∈ C∞(M) the
differential dfp ∈ T ∗pM = Hom(TpM,R) “depends smoothly on p”.

Lemma 6.15. Let E be a smooth vector bundle over a smooth manifold M . Then there is
a smooth vector bundle Sym2(E;R) whose fiber over p ∈ M is the vector space Sym2(Ep;R)
of symmetric bilinear forms on the fiber Ep.

The construction of the vector bundle Sym2(E;R) is entirely analogous to the construction
of the dual vector bundle E∗: from the local trivializations E|Uα

∼= Uα × Rk of E we build
maps ∐

p∈Uα

Sym2(Ep;R) −→ Uα × Sym2(Rk;R) ∼= Uα × R`, ` = dim Sym2(Rk;R).

which commute with the projection maps to Uα and are fiberwise isomorphisms of vec-
tor spaces. Then the Vector Bundle Construction Lemma 6.12 can be used to show that
Sym2(E;R) = {(p, v) | p ∈ M, v ∈ Sym2(Ep;R)} has the structure of a smooth vector
bundle.

Definition 6.16. Let M be a smooth manifold. A Riemannian metric on M is a smooth
section g : M → Sym2(TM ;R) of the vector bundle Sym2(TM ;R) such that for each p ∈M
the symmetric bilinear form gp ∈ Sym2(TpM ;R) is positive definite (in particular, gp is an
inner product on the tangent space TpM for every p ∈M).

If M is a Riemannian manifold and γ : [a, b]→M is a smooth path in M , then the length
of γ is defined by the formula (6.13), where the norm ||γ′(t)|| ∈ [0,∞) of the tangent vector
γ′(t) ∈ TpM , p = γ(t) is evaluated using the inner product gp on TpM .
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6.1.1 Measuring volumes

Our eventual goal is to integrate over manifolds. When defining the Riemann integral of
a function f over an open subset U ⊂ Rn we divide U into a bunch of small boxes and
approximate the integral over f by the integral over a function which is constant on each
small box, thus reducing the calculation of an integral to the calculation of the volume of
rectangles. To define integration over manifolds we will use charts to reduce the calculation to
open subsets of Euclidean space. However, it turns out to to be useful to not restrict ourselves
to rectangles in Rn, since the image of a rectangle in R2 under a linear map T : R2 → R2

is typically no box, but a parallelogram. More generally, the image of the standard n-cube
{(x1, . . . , xn) ∈ Rn | 0 ≤ xi ≤ 1} ⊂ Rn under a linear map T with T (ei) = vi ∈ Rn is the
parallelepiped

P (v1, . . . , vn) := {
n∑
i=1

xivi | 0 ≤ xi ≤ 1} ⊂ Rn.

For n = 2, a parallelepiped P (v1, v2) is simply the parallelogram spanned by the vectors v1,
v2 (which is a “degenerate” if v1, v2 are linearly dependent). Here is a picture of P (v1, v2):

v1

v2

Lemma 6.17. The volume of the (possibly degenerate) parallelepiped P (v1, . . . , vn) spanned
by v1, . . . , vn ∈ Rn is given by the formula

vol(P (v1, . . . , vn)) = | det(v1, . . . , vn)|.

Here det is interpreted as a map det : Rn × · · · × Rn → R that sends an n-tupel (v1, . . . , vn)
of vectors vi ∈ Rn to the determinant of the n× n matrix with column vectors v1, . . . , vn.

We will prove this statement since the techniques going into that proof will be useful for
us. Before doing so, we recall properties of the determinant function det : Rn×· · ·×Rn → R.

1. The determinant is a multilinear map, i.e., it is linear in each slot; explicitly,

det(v1, . . . , avi + bv′i, . . . , vn) = a det(v1, . . . , vi, . . . , vn) + b det(v1, . . . , v
′
i, . . . , vn)

for v1, . . . , vn, v
′
i ∈ Rn, a, b ∈ R.
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2. The determinant is alternating, i.e., for any permutation σ ∈ Sk

det(vσ(1), . . . , vσ(n)) = sign(σ) det(v1, . . . , vn),

where sign(σ) ∈ {±1} is the sign of the permutation σ. We recall that sign(σ) = 1 if
σ is the composition of an even number of transpositions; otherwise sign(σ) = −1.

Definition 6.18. Let V be a vector space. A map

ω : V × · · · × V︸ ︷︷ ︸
k

−→ R

is called

1. multilinear if ω is linear in each slot;

2. alternating if ω(vσ(1), . . . , vσ(k)) = sign(σ)ω(v1, . . . , vk) for all v1, . . . , vk and σ ∈ Sk.

Let Altk(V ;R) denote the set of multilinear alternating maps ω : V × · · · × V → R. This
is a vector space, since the sum of two multilinear alternating maps is again a multilinear
alternating map; multiplying such a map by a constant c ∈ R again such a map.

To calculate the dimension of Altk(V ;R), we want to construct a basis for this vector
space. Let {ei}i=1,...,n be a basis for V , and let {ei}i=1,...,n be the dual basis for V ∗. Given a
multi-index I = (i1, . . . , ik) with ij ∈ {1, . . . , n}, it is evident that the map

V × · · · × V︸ ︷︷ ︸
k

−→ R given by (v1, . . . , vk) 7→ ei1(v1)ei2(v2) · · · eik(vk)

is multilinear. However, in general it is not alternating, since the value of this function on a
k-tupel (v1, . . . , vk) is unrelated to the value on the permuted k-tupel (vσ(1), . . . , vσ(k)). For
example, if k = n, I = (1, . . . , n) and vi = ei, then

e1(v1) . . . en(vn) = 1 but e1(vσ(1)) . . . e
n(vσ(n)) = 0 for σ 6= id.

However, out of this non-alternating multilinear map we can can manufacture an alternating
map eI by a signed sum over permutations of the vi:

eI(v1, . . . , vk) :=
∑
σ∈Sk

sign(σ)ei1(vσ(1))e
i2(vσ(2)) · · · eik(vσ(k))

for I = (i1, . . . , ik), v1, . . . , vk ∈ V . It is not hard to check that the multilinear map

eI : V × · · · × V → R

is in fact alternating and so eI ∈ Altk(V ;R). It is also straightforward to show that if
J = (iσ(1), . . . , iσ(k)) is a permutation of the multi-index I = (i1, . . . , ik), then eJ = sign(σ)eI .
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Lemma 6.19. The collection {eI | I = (i1, . . . , ik) with i1 < i2 < · · · < ik} is a basis for
Altk(V ;R).

A proof of this fact can be found in Lee’s book. It follows that the dimension of the
vector space Altk(V ;R) is equal to the number of multi-indices I = (i1, . . . , ik) which are
strictly increasing in the sense that i1 < · · · < ik. Mapping a strictly increasing multi-
index I = (i1, . . . , ik) to the subset {i1, . . . , ik} ⊂ {1, . . . , n} yields a bijection between the
set of strictly increasing multi-indices and the set of cardinality k subsets of {1, . . . , n}. In
particular, we conclude:

Corollary 6.20. If V is a vector space of dimension n, then dim Altk(V ;R) =
(
n
k

)
.

Proof of Lemma 6.17. Our strategy to prove vol(P (v1, . . . , vn)) = | det(v1, . . . , vn)| is to use
the fact that det is an alternating multilinear map, i.e., an element of Altn(Rn;R), and that
the dimension of Altn(Rn;R) is

(
n
n

)
= 1. The idea is that while vol(P (v1, . . . , vn)) is not an

alternating multilinear map (e.g., its values are non-negative), it is the absolute value of an
alternating multilinear map

svol : Rn × · · · × Rn︸ ︷︷ ︸
n

−→ R

called the signed volume, defined by svol(v1, . . . , vn) := ε(v1, . . . , vn) vol(P (v1, . . . , vn)), where

ε(v1, . . . , vn) :=


+1 det(v1, . . . , vn) > 0

−1 det(v1, . . . , vn) < 0

0 det(v1, . . . , vn) = 0

It is clear from the definition that |svol(v1, . . . , vn)| = vol(P (v1, . . . , vn)), and we claim that
svol is an element of Altn(Rn;R). Permuting the vectors v1, . . . , vn does not change the
associated parallelepiped, but

det(vσ(1), . . . , vσ(n)) = sign(σ) det(v1, . . . , vn)

and hence
ε(vσ(1), . . . , vσ(n)) = sign(σ)ε(v1, . . . , vn).

It follows that svol is alternating. To show that svol is linear in each slot, let us first argue
that

svol(v1, . . . , cvi, . . . , vn) = c svol(v1, . . . , vi, . . . , vn) (6.21)

for c ∈ R. If c is a positive integer, this is clear geometrically; for c = −1, again it is clear
geometrically that the volume of the associated parallelepipeds P (v1, . . . ,−vi, . . . , vn) and
P (v1, . . . , vi, . . . , vn) is the same, but ε(v1, . . . ,−vi, . . . , vn) = −ε(v1, . . . , vi, . . . , vn). This
implies equation (6.21) for c ∈ Z and hence for c ∈ Q. Approximating a real number
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c ∈ R by rational numbers c` and taking the limit of the equation svol(v1, . . . , c`vi, . . . , vn) =
c` svol(v1, . . . , vi, . . . , vn) as for ` → ∞ yields equation for a general c ∈ R. The additivity
property

svol(v1, . . . , vi + v′i, . . . , vn) = svol(v1, . . . , vi, . . . , vn) + svol(v1, . . . , v
′
i, . . . , vn)

follows from a geometric argument which is illustrated by the following picture for n = 2:
the area of the parallelogram P (v1 + v′1, v2 is equal to the sum of the areas of P (v1, v2) and
P (v′1, v2).

v2

v1 + v′1

v1

v′1

This shows that the signed volume svol is an alternating multilinear map, i.e., an element
of Altn(Rn;R). Since this vector space has dimension 1, the element svol must be a scalar
multiple of the non-zero element det ∈ Altn(Rn;R), i.e., svol = c det for some c ∈ R. To
determine c, we evaluate both sides on the n-tupel (e1, . . . , en), where {ei}i=1,...,n is the
standard basis of Rn. The determinant det(e1, . . . , en) is the determinant of the identity
matrix and hence 1. The parallelepiped P (e1, . . . , en) is the standard cube which has volume
1 and hence svol(e1, . . . , en) = vol(e1, . . . , en) = 1. It follows that c = 1, and hence for every
n-tupel (v, . . . , vn) of vectors v1, . . . , vn ∈ Rn we have

svol(v1, . . . , vn) = det(v1, . . . , vn).

Taking the absolute value of both sides we conclude the statement of Lemma 6.17.

I think of an element ω ∈ Altk(V ;R) as a little machine that takes an input of vectors
v1, . . . , vk ∈ V and produces as output the number ω(v1, . . . , vk) ∈ R; this output depends
linearly on each vi, and permuting the input vectors changes the output by a factor of ±1,
given by the sign of the permutation σ ∈ Sk. This suggests that we can multiply a machine
ω with k inputs and η with ` inputs to obtain a machine typically denoted ω⊗ η with k + `
inputs by defining:

(ω ⊗ η)(v1, . . . , vk+`) := ω(v1, . . . , vk)η(vk+1, . . . , vk+`).
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It is clear that ω ⊗ η is linear in each of its k + ` input slots, and changes by a factor of
sign(σ) ∈ {±1} when using a permutation σ ∈ Sk+` to permute the k + ` input vectors,
provided σ belongs to the subgroup Sk × S` ⊂ Sk+`. If we interchange one of the vectors
v1, . . . , vk with one of the vectors vk+1, . . . , vk+`, there is no reason that the output just is
multiplied by −1. To produce an alternating multilinear map, we use the same method we
applied before by using a signed sum over all permutations.

Definition 6.22. For ω ∈ Altk(V ;R) and η ∈ Alt`(V ;R) their wedge product is the alter-
nating multilinear form ω ∧ η ∈ Altk+`(V ;R) defined by

(ω ∧ η)(v1, . . . , vk+`) :=
1

k!`!

∑
σ∈Sk+`

sign(σ)ω(vσ(1), . . . , vσ(k))η(vσ(k+1), . . . , vσ(k+`)).

We note that for σ ∈ Sk × S` ⊂ Sk+` the summand

sign(σ)ω(vσ(1), . . . , vσ(k))η(vσ(k+1), . . . , vσ(k+`))

is equal to ω(v1, . . . , vk)η(vk+1, . . . , vk+`). In particular, summing over this subgroup of order
k!`!, we simply obtain k!`!ω(v1, . . . , vk)η(vk+1, . . . , vk+`). This motivates the factor 1

k!`!
in the

definition of the wedge product.

Lemma 6.23. (Properties of the wedge product).

1. Bilinearity:

2. Associativity: ω ∧ (η ∧ ξ) = (ω ∧ η) ∧ ξ

3. Graded Commutativity: ω∧η = (−1)k`η∧ω for ω ∈ Altk(V ;R) and η ∈ Alt`(V ;R).

4. For any multi-index I = (i1, . . . , ik), eI = ei1 ∧ · · · ∧ eik ∈ Altk(V ;R). In particular,
an element ω ∈ Altk(V ;R) can uniquely be written as a sum

ω =
∑

i1<···<ik

ai1,...,ike
i1 ∧ · · · ∧ eik ai1,...,ik ∈ R.

Lemma 6.24. Let M be a smooth manifold and E → M a smooth vector bundle over M .
Then there is a smooth vector bundle Altk(E;R) → M whose fiber at a point p ∈ M is
Altk(Ep;R).

We note that Alt1(Ep;R) is the dual space E∗p , and Alt1(E;R) → M is the dual vector
bundle E∗ → M . Like the construction of the dual vector bundle, the proof of the above
statement uses the Vector Bundle Construction Lemma 6.12.

We recall that a 1-form on a smooth manifoldM is a section of the cotangent bundle T ∗M .
Noting that T ∗M is equal to the vector bundle Alt1(TM ;R), this suggests the following
generalization of 1-forms.
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Definition 6.25. Let M be a smooth manifold. A k-form or differential form of degree k on
M is a smooth section of the vector bundle Altk(TM ;R). The usual notation for the vector
space of k-forms on M is

Ωk(M) := Γ(M ; Altk(TM ;R)).

How do we do explicit calculations with differential forms? To do calculations with linear
maps between vector spaces, it is often useful to choose a basis for the vector spaces involved.
Thinking of a vector bundle as a collection of vector spaces parametrized by points p ∈M , it
is natural to ask how to generalize the notion of “basis” from vector spaces to vector bundles.

Definition 6.26. Let E → M be a smooth vector bundle of rank k. If U ⊂ M is an open
subset, a local frame for E over U is a collection {bi}i=1,...,k of smooth sections of E|U such
that {b1

p, . . . , b
k
p} is a basis of Ep for each p ∈ U .

Let {bi}i=1,...,k be a local frame for E over U and let s ∈ Γ(U ;E), i.e., s : U → E is a
smooth section of E|U . Then for any p ∈ U , the element s(p) ∈ Ep can be expanded in terms
of the basis {bi(p)} to obtain

s(p) =
∑

i=1,...,k

si(p)b
i(p) with si(p) ∈ R.

It is not hard to see that si(p) is a smooth function of p, since s and bi are smooth sections
of E. Hence we can write the section s as a linear combination

s =
∑

i=1,...,k

sib
i

of the sections bi whose coefficients si are smooth functions U → R.

Example 6.27. Let M be a smooth manifold of dimension n, and let M ⊃ U
φ−→ Rn

be a smooth chart (i.e., (U, φ) belongs to the maximal smooth atlas defining the smooth
structure on M). Let x1, . . . , xn ∈ C∞(U) be the component functions of φ, i.e., φ(p) =
(x1(p), . . . , xn(p)). Then the differentials dx1

p, . . . , dx
n
p ∈ T ∗pM form a basis

6.2 Algebraic structures on differential forms

The goal of this section is to discuss the various algebraic structures on differential forms
and their compatibility.

Definition 6.28. (Pullback). Let M , N be smooth manifolds and F : M → N a smooth
map. Given a differential form ω ∈ Ωk(N), its pullback F ∗ω ∈ Ωk(M) is defined by

(F ∗ω)p(v1, . . . , vk) := ωp(F∗v1, . . . , F∗vk) for p ∈M , v1, . . . , vk ∈ TpM.
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In more detail: the k-form F ∗ω is a section of the vector bundle Altk(TM ;R), and hence it
can be evaluated at p ∈ M to obtain an element (F ∗ω)p in the fiber of that vector bundle
over p, which is Altk(TpM ;R). In other words, (F ∗ω)p is an alternating multilinear map

(F ∗ω)p : TpM × · · · × TpM︸ ︷︷ ︸
k

−→ R,

and hence it can be evaluated on the k tangent vectors v1, . . . , vk ∈ TpM to obtain a
real number (F ∗ω)p(v1, . . . , vk). On the right hand side to the equation defining F ∗ω,
the map F∗ : TpM → TF (p)N is the differential of F . Hence the alternating multilinear

map ωF (p) ∈ Altk(TF (p)N ;R) can be evaluated on F∗v1, . . . , F∗vk to obtain the real number
ωp(F∗v1, . . . , F∗vk).

For k = 1, ω ∈ Ω0(N) = C∞(N) is a smooth function, and its pullback F ∗ω is the
previously defined pullback of functions, simply given by (F ∗ω)(p) = ω(F (p)) for p ∈ M .
We also previously defined the pullback of a 1-form ω ∈ Ω1(N), and we showed that the
differentials are compatible with pullbacks in the sense that

d(F ∗f) = F ∗(df) for f ∈ C∞(N).

Definition 6.29. (Wedge products of differential forms. For ω ∈ Ωk(M) and η ∈
Ω`(M), their wedge product ω ∧ η ∈ Ωk+`(M) is defined by

(ω ∧ η)p := ωp ∧ ηp ∈ Altk+`(TpM ;R) for p ∈M.

Lemma 6.30. The wedge product of differential forms has the following properties.

(i) Bilinearity:

(ii) Associativity:

ω ∧ (η ∧ ξ) = (ω ∧ η) ∧ xxx for differential forms ω, η, ξ on a smooth manifold M .

(iii) Graded Commutativity:

ω ∧ η = (−1)k`η ∧ ω for ω ∈ Ωk(M) and η ∈ Ω`(M).

(iv) Compatibility with pullbacks: If F : M → N is a smooth map and ω, η differential
forms on N , then

F ∗(ω ∧ η) = (F ∗ω) ∧ (F ∗η).
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Proof. The wedge product of differential form is defined pointwise, i.e., the wedge product
of differential forms ω ∈ Ωk(M), η ∈ Ω`(M) is defined by declaring for any point p ∈ M
the element (ω ∧ η)p ∈ Altk+`(TpM ;R) to be the wedge product ωp ∧ ηa of the alternating
multilinear maps ωp ∈ Altk(TpM ;R) and ηp ∈ Alt`(TpM ;R). It follows that bilinearity,
associativity and graded commutativity of the wedge product for alternating multlinear
maps stated in Lemma ?? immediately imply these properties for the wedge product of
differential forms.

To prove compatibility with pullbacks, let p ∈M and v1, . . . , vk+` ∈ TpM . Then

(F ∗(ω ∧ η))p(v1, . . . , vk+`)

=(ω ∧ η)F (p)(F∗(v1), . . . , F∗(vk+`))

=(ωF (p) ∧ ηF (p))(F∗(v1), . . . , F∗(vk+`))

=
1

k!`!

∑
σ∈Sk+`

(ωF (p)(F∗(vσ(1)), . . . , F∗(vσ(`)))(ηF (p)(F∗(vσ(k+1)), . . . , F∗(vσ(k+`)))

=
1

k!`!

∑
σ∈Sk+`

(F ∗ω)p(vσ(1), vσ(`))(F
∗ηp(vσ(k+1), . . . , vσ(k+`))

=((F ∗ω)p ∧ (F ∗η)p)(v1, . . . , vk+`)

=(F ∗ω ∧ F ∗η)p(v1, . . . , vk+`)

Definition 6.31. (Proposition/Definition). Let M be a smooth manifold. Then there
is a unique map d : Ωk(M) → Ωk+1(M) called the de Rham differential with the following
properties:

(i) d is linear;

(ii) for f ∈ Ω0(M) = C∞(M), the de Rham differential df ∈ Ω1(M) is the usual differential
of f ;

(iii) d is a graded derivation, i.e., it satisfies the following “product rule with signs”:

d(ω ∧ η) = dω ∧ η + (−1)kω ∧ dη. (6.32)

(iv) d2 = 0.

Remark 6.33. The signs appearing in the graded commutativity of the wedge product as
well in the product rule for the de Rham differential are examples of the meta principle
known as Koszul sign rule, according to which a good way to deal with objects with an
integer degree (like differential forms) and signs, is to set up definitions such that permuting
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objects of degree k and ` results in a sign of (−1)k`. This is satisfied for the wedge product
(for alternating multilinear maps or for differential forms). This is also the case for the
graded derivation rule (ii) above. We recall that a derivation of an algebra A is a linear map
D : A→ A satisfying the product rule

D(a · b) = D(a) · b+ a ·D(b) for a, b ∈ A.

We note that on the left hand side of this equation, as well in the first term on the right
hand side the symbols occur in the order D, a, b. By contrast, in the second summand
the objects a and D switch occur in the opposite order, which according to the Koszul
sign paradigm should involve the sign (−1)deg(D) deg(a) in a context where these objects have
“degrees” deg(D), deg(a) ∈ Z. For example, in equation (6.32), the differential forms ω, η
have degrees deg(ω) = k, deg(η) = `, and it is reasonable to declare the de Rham differential
d to have degree +1, since applying it to a differential form of degree k results in a form of
degree k + 1. This shows that the “graded derivation property” (ii) conforms to the Koszul
sign paradigm.

Lemma 6.34. (Additional Properties of the de Rham Differential).

1. (Compatibility with pullbacks). If F : M → N is a smooth map, and ω ∈ Ωk(N),
then d(F ∗ω) = F ∗(dω).

2. (Local Formula for d). Let (U, φ) be a smooth chart for an n-manifold M , and let
x1, . . . , xn ∈ C∞(U) be the local coordinate functions (the components of φ : U → Rn).
Then

d(fdxi1 ∧ · · · ∧ dxik) = df ∧ dxi1 ∧ · · · ∧ dxik =
n∑
i=1

∂f

∂xi
dxi ∧ dxi1 ∧ · · · ∧ dxik

for f ∈ C∞(U), i1, . . . , ik ∈ {1, . . . , n}.

We remark that the collection of sections {dxi1 ∧ · · · ∧ dxik}i1<···<ik is a local frame for
the vector bundle Altk(TM ;R) restricted to U ⊂ M . Hence every k-form ω ∈ Ωk(U) =
Γ(U ; Altk(TM ;R)) can be written uniquely as linear combination

ω =
∑

i1<···<ik

fi1,...,ikdx
i1 ∧ · · · ∧ dxik

for functions fi1,...,ik ∈ C∞(U). In particular, the local formula for the de Rham differential
above allows us to calculate dω for any k-form ω on U ⊂M .
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6.3 de Rham cohomology

Let M be a smooth manifold. Then the differential forms on M and the de Rham differentials
relating forms of different degrees can be arranged in the following sequence of vector spaces
and linear maps:

Ω0(M) Ω0(M) . . . . . . Ωn−1(M) Ωn(M).d d d d

This is known as the de Rham complex of M , where the word “complex” refers to the fact
that the composition of any two consecutive maps in that sequence are zero. This innocuous
property has the consequence that the kernel of the map d : Ωk(M) → Ωk+1(M), known
as the closed k-forms contains as a subspace the image of the map d : Ωk−1(M) → Ωk(M),
known as the exact k-forms.

Definition 6.35. The quotient vector space

Hk
dR(M) :=

{closed k-forms on M}
{exact k-forms on M}

=
ker d : Ωk(M)→ Ωk+1(M)

im d : Ωk−1(M)→ Ωk(M)

is called the degree k de Rham cohomology of M .

We note that Hk
dR(M) = 0 for k > dimM , since Ωk(M) = 0 for k > dimM . The simplest

interesting part of de Rham cohomology is H0
dR(M):

H0
dR(M) = ker(d : C∞(M)→ Ω1(M)) = {f : M → R | df = 0}

We observe that the vanishing of the differential df means that the function f is locally
constant. In particular, f is constant on each path component of M , but can have different
values on different path components. In particular,

dimH0
dR(M) = #{path components of M}.

This shows the topological nature of H0
dR(M).

Proposition 6.36. Let Σg be the surface of genus g ≥ 0 (the connected sum of g copies of
the torus T = S1 × S1), and let X` = RP2# . . .RP2 be the connected sum of ` ≥ 1 copies of
the real projective plane RP2. Then the de Rham of Σg and X` is as follows.

dimHk
dR(Σg) =


1 k = 0

2g k = 1

1 k = 2

dimHk
dR(X`) =


1 k = 0

`− 1 k = 1

0 k = 2
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We recall our calculations of the abelianized fundamental group of Σg resp. X`:

πab
1 (Σg) ∼= Z2g πab

1 (X`) ∼= Z`−1 ⊕ Z/2.

We observe for M = Σg, X` the dimension of H1
dR(M) is equal to the Z-summands in the

abelianized fundamental group πab
1 (M). This is true in generality.

Theorem 6.37. Let M be a smooth connected manifold. Then the dimension of H1
dR(M) is

equal to the rank of πab
1 (M), i.e., the number of Z-summands in πab

1 (M).

We also recall that the manifolds Σg are orientable, while the manifolds X` are not. The
observed relationship between orientability and the top dimensional de Rham cohomology for
these 2-dimensional compact connected manifolds is again a completely general phenomenon.

Theorem 6.38. Let M be a compact connected smooth n-manifold. Then

dimHn
dR(M) =

{
1 M is orientable

0 M is not orientable

The next theorem calculates the de Rham cohomology of some of manifolds we came
across this semester.

Theorem 6.39.

dimHk
dR(Sn) =

{
1 k = 0, n

0 otherwise

dimHk
dR(S2 × S4) =

{
1 k = 0, 2, 4, 6

0 otherwise

dimHk
dR(CPn) =

{
1 k = 0, 2, 4, . . . , 2n

0 otherwise

The wedge product of forms is compatible with the de Rham differential d in the sense
that d is a graded derivation (see ??(iii)). It follows that the wedge product ω ∧ η of two
closed forms ω ∈ Ωk(M), η ∈ Ω`(M) is again closed, and that the de Rham cohomology
class [ω ∧ η] ∈ Hk+`

dR (M) depends only on [ω] ∈ Hk(M), [η] ∈ H`
dR(M). In other words, the

wedge product of forms induces a well defined product on de Rham cohomology

∪ : Hk
dR(M)×H`

dR(M) −→ Hk+`
dR (M)

called the cup product. The cup product inherits the formal properties of the wedge product:
it is bilinear, associative and graded commutative. It is usual and convenient to consider the
direct sum

H∗dR(M) :=
dimM⊕
k=0

Hk
dR(M)
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of the de Rham cohomology spaces, and to extend the cup product by bilinearity to a product

∪ : H∗dR(M)×H∗dR(M) −→ H∗dR(M).

This gives H∗dR(M) the structure of a graded associative algebra which is graded commuta-
tive (the reader is invited to guess the definition of a graded associative algebra based on
this example). The unit of this algebra is the de Rham cohomology class [1] ∈ H0

dR(M)
represented by the constant function 1 ∈ C∞(M) = Ω0(M).

In the case of the complex projective space CPn, if x ∈ H2
dR(CPn) is a non-zero element,

then
xk := x ∪ · · · ∪ x︸ ︷︷ ︸

k

∈ H2k
dR(CPn) is non-trivial for 0 ≤ k ≤ n.

In other words, the de Rham cohomology algebra H∗dR(CPn) is isomorphic to the quotient
R[x]/(xn+1) of the polynomial ring R[x] by the ideal (xn+1) ⊂ R[x] generated by xn+1 ∈ R[x].

Theorem 6.40. (Künneth Theorem for de Rham cohomology). Let M , N be smooth
manifolds. Then the map

H∗dR(M)⊗H∗dR(N) −→ H∗dR(M ×N) given by [ω]⊗ [η] 7→ [(p∗Mω) ∧ (p∗Nη)]

is an isomorphism of graded associative algebras.

Example 6.41. Let x ∈ Hn
dR(Sn) be a non-zero element of this 1-dimensional vector space,

and let 1 ∈ H0
dR(Sn) be the unit of H∗(Sn) (represented by the constant function with value

1). Then

H∗dR(Sn) =
n⊕
k=0

Hk
dR(Sn) = H0

dR(Sn)⊕Hn
dR(Sn) = R1⊕ Rx = R[x]/(x2).

By the Künneth Theorem it follows that

H∗dR(Sn × Sm) = H∗dR(Sn)⊗H∗dR(Sm) = R[x]/(x2)⊗ R[y]/(y2) = R[x, y]/(x2, y2),

where the element x has degree n and y has degree m. More explicitly,

H∗dR(Sn × Sm) = (R1⊕ Rx)⊗ (R1⊕ Ry) = R1⊕ Rx⊕ Ry ⊕ Rxy.

This allows us to read off the dimension of the de Rham cohomology spaces of Sn × Sm in
each degree k:

dimHk
dR(Sn × Sm) =

{
1 k = 1, n,m, n+m

0 otherwise
for n 6= m

dimHk
dR(Sn × Sn) =


1 k = 1, 2n

2 k = n

0 otherwise
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We observe that the dimensions of the de Rham cohomology spaces of S2 × S4 agrees
with those of CP3, and so we can not rule out that these two 6-dimensional manifolds are
diffeomorphic based on the dimensions of de Rham cohomology spaces. However, the algebra
structure of H∗dR(S2 × S4) is different than that of H∗(CP3), since the non-trivial element
x ∈ H2(S2 × S4) is represented by p∗1ω for some ω ∈ Ω2(S2), hence

x2 = [p∗1ω] ∪ [p∗1ω] = [(p∗1ω) ∧ (p∗1ω)] = [p∗1(ω ∧ ω)] = 0,

since ω ∧ ω ∈ Ω4(S2) is trivial for dimensional reasons. By contrast, if x ∈ H2
dR(C3) is a

non-trivial element, then x2 6= 0 ∈ H4
dR(CP3).

6.4 Integration on manifolds

A smooth n-manifold is locally diffeomorphic to open subsets V of Rn, and we know to
integrate a smooth function f ∈ C∞(U). More precisely, if we assume that

supp(f) = closure of {x ∈ U | f(x) 6= 0},

the support of f , is compact, the integral can be defined by∫
U

f := lim
∑
i

f(pi) vol(Ri),

where U is divided into suitable small regions Ri (e.g., small n-cubes) whose union covers
U , pi is some point chosen in Ri, and vol(Ri) denotes the volume of Ri. The limit is taken
over increasingly fine subdivisions of U into regions Ri. To make sense of integration over
manifolds, we need to understand how integration behaves under diffeomorphisms, namely
those coming from transition maps between charts. What we need is the statement of the
Change of Variables Theorem.

We won’t be proving this theorem, but before stating it, we would like to make its
statement plausible. We first consider the effect of a linear map F : Rn → Rn on the volumes
of parallelepipeds. Let vol(P (v1, . . . , vn)) be the volume of the parallelepiped spanned by
the vectors v1, . . . , vn ∈ Rn. We recall that

vol(P (v1, . . . , vn)) = | det(v1, . . . , vn)|.

The image of P (v1, . . . , vn) under the linear map F is the parallelepiped P (F (v1), . . . , F (vn)),
and hence

vol(F (P (v1, . . . , vn))) = | det(F (v1), . . . , F (vn))|.
We note that the matrix with column vectors (F (v1), . . . , F (vn)) is F · · ·V , where V is the
matrix with column vectors (v1, . . . , vn). It follows that

det(F (v1), . . . , F (vn)) = det(F · · ·V ) = det(F ) det(v1, . . . , vn),
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and hence
vol(F (P (v1, . . . , vn))) = | det(F )| vol(P (v1, . . . , vn)). (6.42)

Now suppose that Rn ⊃ U
F−→ V ⊂ Rn is a diffeomorphism. Let p ∈ U , and let

P (p; v1, . . . , vn) be the affine parallelepiped spanned by the vectors v1, . . . , vn viewed as start-
ing at the point p; in other words,

P (p; v1, . . . , vn) = {p+
n∑
i=1

xivi | 0 ≤ xi ≤ 1}.

Then the image of P (p; v1, . . . , vn) under F is no longer a parallelepiped, since F is no longer
linear. However, near the point p the map F is well-approximated by the linear map given
by its differential dFp : Rn → Rn. Hence for small v1, . . . , vn, the image of P (p; v1, . . . , vn)
under F is close to the parallelepiped P (F (p); dFp(v1), . . . , dFp(vn)) and hence

vol(F (P (p; v1, . . . , vn))) ≈ vol(P (F (p); dFp(v1), . . . , dFp(vn)))

= vol(dFp(v1), . . . , dFp(vn)))

=| det(dFp)| vol(P (v1, . . . , vn))

Let f : V → R be a smooth function with compact support. Let Ci, i ∈ I be a collection
of small cubes covering U ⊂ Rn, and let pi ∈ Ci be the “lower left corner in Ci”. Then the
images F (Ci) cover V and hence we can use this decomposition of V to approximate the
integral of f over V as follows:∫

V

f ≈
∑
i∈I

f(F (pi)) vol(F (Ci))

≈
∑
i∈I

f(F (pi))| det(dFpi)| vol(Ci)

≈
∫
U

f(F (p))| det(dFp)|

Taking the limit as the size of the cubes approaches zero, these approximations are
become better and hence we conclude:

Theorem 6.43. (Change of Variables Theorem). Let Rn ⊃ U
F−→ V ⊂ Rn be a

diffeomorphism and let f : V → R be a function with compact support. Then∫
V

f =

∫
U

F ∗(f)| det(dF )|.
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