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Abstract. Spot estimation accuracy of Shack-Hartmann images and its
impact on Airborne Aero-Optic Laboratory (AAOL) wavefront statistics
are addressed. A study is conducted of an individual spot simulated
using a double sinc function under varying degrees of additive non-
zero mean Gaussian noise within a 15 × 15 pixel area-of-interest. The
focus of this paper is two-fold. First, the accuracy of four existing centroid-
ing methods including first moment, convolution, Gaussian, and weighted
first moment are compared. It is found that the weighted first moment cent-
roid most accurately estimates spot centers but requires significantly more
computational time with respect to the first moment method. Second, three
image-processing techniques, including gamma correction, thresholding,
and windowing, are analyzed to determine their influence on each cen-
troiding method’s spot estimation accuracy. A fourth order gamma correc-
tion significantly reduces spot estimation error for three centroiding
methods. The key result is that the accuracy of the first moment centroid
with an applied gamma correction is comparable to the weighted first
moment without the computational burden. Finally, the first moment
centroid with gamma correction and weighted first moment centroid are
applied to AAOL flight data. Wavefront statistics are computed and com-
pared to the commonly used first moment centroid. © 2013 Society of Photo-
Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.52.7.071413]
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1 Introduction
Aircraft induced aberrations, referred to as aero-optics, are
known to severely limit a directed energy system’s field of
regard.1,2 Optical turrets, which house these airborne lasers,
create complex flows on and around the hemisphere-on-
cylinder imparting aberrations on a beam as it projects
through the flow.3,4 With the increased use of shorter wave-
length lasers, the index-of-refraction variations related to the
low-pressure regions in the near-field of a turret significantly
reduce system performance by imposing optical aberrations
to the laser even in low Mach number flights.1 Wind-tunnel
and in-flight testing are used to study the role of aero-optic
effects on system performance and to develop different
mitigation techniques.

An accurate characterization of the aero-optic envi-
ronment requires accurate wavefront measurements. The
Shack-Hartmann wavefront sensor is an optical instrument
commonly used in adaptive-optic systems to approximate
the optical wavefront of an incident light beam. The sensor
was developed in the late 1960s, evolving from the Hart-
mann screen test.5 It consists of an array of lenses positioned
in front of a photon detector which partitions the incoming
beam into a grid of subapertures creating an array of spots
focused on the face of the sensor. The sensor converts light,
or intensity, into a proportional voltage signal which is
used to compute local tilt, or wavefront slope. The set of

wavefront slope measurements may then be integrated to
reconstruct the instantaneous optical wavefront, or irradiance
pattern assuming that the spatial pattern partitioning the
incoming light sufficiently resolves the relevant spatial
frequencies of the aberrated wavefront.

Notre Dame’s Airborne Aero-Optics Laboratory (AAOL)
is a test bed designed to acquire in-flight aero-optic measure-
ments caused by turbulent flow on and around an aircraft
turret. The AAOL captures wavefronts using a high-speed
Phantom v711 Shack-Hartmann wavefront sensor with
frame rates up to 20 kHz. A spatial resolution of 32 × 32
lenslets is most often used during testing to maximize the
frame rate capabilities of the camera.6 As described above,
the incoming light beam is partitioned through these lenslets
into an array of subapertures each consisting of approxi-
mately 15 × 15 pixels. On average the spot size within each
subaperture has a full-width at half-maximum (FWHM) of
between 3 and 4 pixels. A 15 × 15 pixel subaperture grid
containing a single spot whose FWHM was approximately
3.5 pixels was simulated for this paper in an effort to study
subaperture conditions commonly captured by the AAOL.
Background light levels and noise were also simulated over
a range of values including those commonly found in the
AAOL data as will be further discussed in the next section.

The accuracy of the reconstructed wavefront is largely
dependent upon the determination of the spot centers,
commonly referred to as “centroiding.” The first moment
calculation, defined as0091-3286/2013/$25.00 © 2013 SPIE
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is the prevailing method used to locate the center of each
spot, ðx 0

c; y 0
cÞ within an area-of-interest (AOI), and has

been the chosen method used to process the AAOL data.
This method provides a robust centroid calculation with
minimal computational time. However, since the first
moment centroid is an intensity based method, increased
noise levels result in significant spot estimation error. This
paper investigates four existing centroiding methods, includ-
ing the first moment centroid, and the effect of applying three
different image processing techniques prior to spot estima-
tion. Accuracy is examined by comparing each estimate of
the spot center to the simulated spot’s true center. Computa-
tional times for each method are presented. The comparison
is meant to aid the reader in selecting the most suitable cen-
troiding method for a particular data processing application.

Three different forms of image processing techniques are
explored including a gamma correction, thresholding, and
windowing. The gamma correction is a simple means of
enhancing the image’s bright pixels while reducing noise
using a power-law. Thresholding is another common tech-
nique used to reduce noise by raising the relative “floor”
of the image and is used currently to process the AAOL
data. A percent threshold based on the maximum pixel inten-
sity is examined in this paper. Windowing similarly removes
noise by isolating the relevant or bright pixels, within the
image. For the studies shown here, the window is centered
at the pixel with the maximum intensity.

The following section outlines the simulation approach
used to study each of the four different centroiding methods
as well as image processing techniques. Simulations are per-
formed given a spot within a single AOI in order to compare
centroiding error between each of the methods investigated.
These results are then used to select two of the most accurate
centroiding techniques, in addition to the method currently
being used to process the AAOL data, which are applied to
two different sets of AAOL flight data. Wavefront statistics
are computed and presented and a further comparison
between methods is discussed.

2 Simulation Approach
A double sinc function, defined as

Iðx; yÞ ¼ Io

�
sinðx − xoÞ

ωxx
sinðy − yoÞ

ωyy

�
2

; (2)

where xo and yo represents the relative spot center and ωx
and ωy are the scaling constants, is simulated on a 1500 ×
1500 grid as pictured in Fig. 1 (note: the range of intensity
values shown in Fig. 1 has been modified slightly to enhance
the outer lobes for visual purposes only). This type of
function most closely resembles the rectangular spot
pattern created by each square lenslet which is captured by
the AAOL wavefront sensor. Figure 2 shows a typical AOI
taken from an AAOLWavefront image. As shown, the spot
appears to be rectangular with four outer lobes similar to a
double since function. The AOI shown in Fig. 2 is made up
of a 15 × 15 pixel area, a size typically found within the
AAOL data sets. As such, the simulated image is partitioned

into a similar 15 × 15 pixel AOI [refer to Fig. 3(a)] by com-
puting the mean intensity within each pixel area correspond-
ing to a 100 by 100 set of points from the original image
(Fig. 1). Finally, additive Gaussian noise with a nonzero
mean is applied to the simulated 15 × 15 pixel image
[Fig. 3(b)]. A range of mean and variance values, referred
to in this paper as mean noise level and noise variance,
are studied. Figure 3(a) shows a simulated spot centered
at (0,0) within a 15 × 15 pixel AOI before applying any
noise. Figure 3(b) shows the same simulated spot after apply-
ing additive Gaussian noise given a mean noise level of
0.025 and a noise variance of 0.001. For the results reported
in this paper, a double since function resulting in a FWHM of
approximately 3.5 was simulated. Each image was normal-
ized to create a maximum brightness value of 1. The spot
size and AOI grid size were selected based on typical sizes
measured by the high-speed Phantom Shack-Hartmann

Fig. 1 Simulated double sinc pattern on a 1500 × 1500 grid with an
amplitude of 1 and a full-width half maximum of approximately 3.5.

Fig. 2 Single 15 × 15 pixel subaperture grid from a Shack-Hartmann
sensor image captured within a set of AAOL data.
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wavefront sensor used on the AAOL at Notre Dame for in-
flight testing.7,8

Varying noise levels are applied during each simulation in
order to study its effect on the centroid calculations. The
amount of noise is quantified by a signal to noise ratio
(SNR), defined as the ratio of the bounded signal’s range
to the standard deviation, σN , of background noise,

SNR ¼ 20 log10

�
smax − smin

σN

�
; (3)

where smax and smin represent the signal’s maximum and
minimum values, respectively, for a given simulation.9 Addi-
tive Gaussian noise is applied to the pixelated image at mean
noise levels of 0.005, 0.01, 0.025, 0.05, 0.1, and 0.2, while
the noise variance ranges from 1e-20 to 1e-1. These noise
variance levels correspond to SNRs ranging from approxi-
mately 10 to 200, where SNRs above 80 indicate low
noise levels and SNRs below 30 represent high noise levels
or poor sensor imaging. At SNRs of 10 or more the spot
becomes virtually indiscernible. Mean noise levels of 0.05
(corresponding to 5% of the image maximum) and above
represent large amounts of background ambient light levels
and/or significant amounts of dark current on the sensor.

Mean noise and variance levels were selected based upon
values commonly measured by the AAOL. Background
noise was estimated for several sets of AAOL flight data
by computing the mean and variance of four corner regions
on each Shack-Hartmann wavefront sensor image as
depicted in Fig. 4. Mean noise levels were found to range
from approximately 0.01 to 0.03 while the SNRs ranged
from approximately 25 to 55 for the data studied. Simulation
results reported throughout this paper focus on these noise
levels; however, it should be noted that centroiding error
was found to scale with mean noise level. The experimental
noise values were computed after normalizing the AAOL
images from 0 to 1.

The primary purpose of this paper is to investigate
four different existing centroiding methods along with a
few image processing techniques in an effort to compare

accuracy and computational time. For each simulation, the
spot position, or spot center, is estimated using each of
the four centroiding methods detailed below within a simu-
lated AOI. The absolute centroiding error (ACE) referred
to in this paper is defined as

ACE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxc − x 0

cÞ2 þ ðyc − y 0
cÞ2

q
; (4)

where ðxc; ycÞ represents the position of the actual spot
center and ðx 0

c; y 0
cÞ represents the estimated position based

on one of the four centroiding methods. The ACE is com-
puted based on each method for a given simulation. An
average ACE value is then determined from a set of 500 ran-
domly simulated images given a specified mean and variance
noise level.

In addition to the commonly used first moment centroid
defined above in Eq. (1), three more existing methods are

Fig. 3 Simulated 15 × 15 pixel AOI created from the double sinc pattern shown in Fig. 1 (a) with no noise and (b) with additive Gaussian noise
given a mean of 0.025 and variance of 0.001.

Fig. 4 Shack-Harmann wavefront sensor image from a set of AAOL
data.
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compared throughout this paper: a convolution centroid, a
Gaussian centroid, and a weighted first moment centroid.
The convolution centroid is obtained by first performing a
discrete two-dimensional convolution using the Matlab com-
mand conv2 with the shape parameter “same.” Once the 15 ×
15 pixel matrix (simulated AOI) is convolved with another
15 × 15 matrix containing a predetermined Gaussian shape,
the spot center is estimated using the first moment calcula-
tion defined by Eq. (1). AGaussian centroid is also examined
using an over determined weighted regression model.10 As
described,10 a circular Gaussian function, without the influ-
ence of noise, may be transformed into the following linear
equation using the logarithm

c1xi þ c2yj þ c3 lnðIi;jÞ þ c4 ¼ ðx2i þ y2jÞ; (5)

where c1, c2, c3, and c4 are unknown coefficients defined
as follows:

c1 ¼ 2x 0
c (6)

c2 ¼ 2y 0
c (7)

c3 ¼ −2σ2w (8)

c3 ¼ −2σ2w ln ðAÞ − x 02
c − y 02

c : (9)

As long as there are more than four pixels with the simu-
lated AOI, the circular Gaussian approximation results in an
over determined set of linear equations which may be solved
using a linear least-squares regression.10 The backslash (/) is
used in Matlab to obtain the solution to the over determined
set of equations in the least-squares sense for the results
shown in this paper. An iteratively weighted first moment
centroid11 is the fourth method examined. It uses a weighting
function, Wðx; yÞ, with a Gaussian form whose central posi-
tion iteratively adjusts based on the previous iteration’s
weighted first moment calculation,
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.

(10)

The center location of the weighting function for the first
iteration is obtained based on an initial first moment calcu-
lation [Eq. (1)] and the Gaussian spread (or width), σw, is
estimated based on an estimation of the spots’ FWHM,
where σw ≈ ðFWHM∕2.3548Þ. The newly computed spot
center becomes the weighting functions center for the
next iteration. This process is repeated until the computed
spot positions in both the x- and y-directions converge to
within 0.001 pixels of the previous iteration. Sections 3.1
and 3.2 present simulation results based on these four

Fig. 5 Absolute error (pixels) versus SNR (dB) given six different spot positions with respect to the center of the AOI with a mean noise level of
0.01. Error was computed based on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.
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centroiding methods for a spot fully within the AOI boun-
dary and partially out of the AOI boundary, respectively.
Computational times for all four methods are addressed
in Sec. 3.3.

3 Centroid Estimation Results

3.1 Spot Fully within AOI Boundary

The first set of results shown below present a comparison
between the four centroiding methods described above for
spot positions between 0 and 3 pixels from the AOI’s center.
For each position presented in this section the entire spot
remains within the AOI. The ACE, or absolute error, defined
by Eq. (4), is plotted against SNRs, where large SNRs
correspond to small amounts of image noise and vice versa.
Figures 5, 6, and 7 show absolute error (pixels) versus SNR
(dB) given mean noise levels of 0.01, 0.025, and 0.05,
respectively. Several other mean noise levels not shown here
were also simulated and found to scale proportionally.

The first moment centroid and convolution centroid per-
form very similar at all mean noise levels where the absolute
error decreases with increasing SNR until leveling off
beyond approximately 60 dB. Both methods exhibit more
error as the spot position moves farther from the center of
the AOI. This is due to their intensity based calculations.
As the spot moves off center in the AOI, the amount of
noise on either side of the spot becomes disproportionate,

inducing larger amounts of error. The Gaussian centroid per-
forms slightly better than the first moment and convolution
centroids when the mean noise level is low. However, when
the mean noise level exceeds 0.01 (Figs. 6 and 7), represent-
ing a sensor with moderate to significant noise levels, the
Gaussian estimate no longer outperforms the other two meth-
ods. Finally, the weighted first moment centroid provides the
most accurate estimate of the spot at all mean noise levels. It
also produces an absolute error seemingly independent of
spot position. The iterative approach works as a filter creat-
ing an estimate that is no longer intensity based. The reduc-
tion in error though comes at a computational cost which will
be discussed in a subsequent section.

3.2 Spot Partially Outside AOI Boundary

The next set of simulations investigates the accuracy of each
centroiding method when a portion of the spot falls outside
the AOI. Figure 8 displays images of four spot locations
simulated for this investigation with additive nonzero mean
Gaussian noise present. The AOI images were created from
a double sinc function with an amplitude of 1 and FWHM
of approximately 3.5. As depicted, the spot located five pix-
els from the AOI center [Fig. 8(a)] remains almost entirely
within the AOI boundary while the spot located 8 pixels from
the AOI center [Fig. 8(d)], has more than half of the spot
falling outside the AOI boundary. The same four centroiding
methods and their respective errors are compared below over

Fig. 6 Absolute error (pixels) versus SNR (dB) given six different spot positions with respect to the center of the AOI with a mean noise level of
0.025. Error was computed based on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.
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a range of SNRs. Figures 9 and 10 show absolute error (pix-
els) versus SNR (dB) using the four centroid estimates given
mean noise levels of 0.01 and 0.05, respectively.

As expected, all four methods experience more difficulty
accurately estimating the spot center when a portion of the
spot falls outside the AOI boundary. The first moment and
convolution methods display similar trends once again and
contain the most error, on the order of a pixel at the furthest
positions from the AOI center. The Gaussian centroid per-
forms slightly better at low noise levels (mean noise level
of approximately 0.01) in comparison to the first moment
and convolution centroids. However, as the mean noise
level approaches 0.05 the performance of the Gaussian cent-
roid behaves comparable to the first moment and convolution
centroids. Overall, the weighted first moment centroid esti-
mates the spot center with the least amount of error providing
consistent results for low to moderate mean noise levels. For
extremely high mean noise levels approaching 0.2, repre-
senting an extremely poor sensor or lighting conditions,
the performance of the weighted first moment was found to
drop slightly while still providing the most accurate estimate
of the spot center.

3.3 Computational Time

Computational time must also be considered when selecting
the optimal centroiding method for a particular application.

When there are extremely large amounts of data to be
processed, maintaining reasonably low computational time
becomes exceedingly important. Therefore, a comparison
of computational times for the four different centroiding
methods described above is presented here. The simulations
described throughout this paper were run using Matlab
2012b software. Computational times were recorded on a
2.6 GHz Lenovo PC with 8 GB of RAM. During each
run, computational time was recorded for 500 randomly
simulated images at each spot location for a given mean
and variance noise level. Average computational times and
standard deviations were computed for each method with
respect to SNR and spot position.

Since the first three centroiding methods are noniterative,
their respective computational times remain virtually con-
stant irrespective of the noise level or spot position. While
the number of iterations, and therefore computational time,
for the weighted first moment centroid to reach convergence
varies depending upon the amount of noise and spot position.
For the results reported here, convergence is defined as the
point in which two consecutive iterative steps are within
0.001 pixels of each other in both the x- and y-directions.

In order to generalize the results in this section, computa-
tional times are given as a ratio relative to the Gaussian
method, which possesses the longest computational time for
the results shown. Each computational time has been divided

Fig. 7 Absolute error (pixels) versus SNR (dB) given six different spot positions with respect to the center of the AOI with a mean noise level of
0.05. Error was computed based on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.
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by the Gaussian method’s computational time to provide a
ratio with which to compare; on average the computational
time for the Gaussian method to compute a centroid takes
approximately 1.2 ms for this particular computer. Figure 11
shows the resulting computational time ratios for each of the
four centroiding methods recorded during a series of simu-
lations with a mean noise level of 0.025 and a noise variance
of 0.0001 (resulting in a SNR of approximately 40) where
the spot center was 1 pixel from the AOI center. It is clear
from this bar graph that the first moment centroid takes
the least amount of computational time, less than 1/20 the
time taken by the Gaussian method at a ratio of approxi-
mately 0.045. The convolution method takes approximately
1/5 as long as the Gaussian method with a ratio of approx-
imately 0.2.

For this noise level and spot position, the weighted first
moment converges onto a solution in approximately 11
iterations. For the computer described above, the first itera-
tion of the weighted first moment takes approximately
0.153 ms while each subsequent iteration takes approxi-
mately 0.066 ms. In this case, convergence is reached in
just under half the amount of time taken for the Gaussian
method corresponding to a ratio of approximately 0.48.

However, in comparison to the first moment centroid, 11 iter-
ations of the weighted first moment method take approxi-
mately 10 times as long to process. Lower noise levels, as
well as spot positions closer to the AOI center, require
fewer iterations and therefore take less computational time
as shown in Fig. 12(a) and 12(b). It should also be noted
that as the SNR decreases (i.e., more noise), greater variance
in computational time occurs between simulations due to
the fact that there is more variation in the intensity from one
randomly generated image to the next.

While the weighted first moment centroid consistently
provides a more accurate estimation of the spot center, it
can take significantly more computational time compared
to the commonly used first moment centroid. Even a simu-
lation only requiring three iterations for the weighted first
moment centroid would take more than five times as long
when compared to the commonly used first moment cent-
roid. If minimizing computational time is highly important,
a predetermined number of iterations could be used rather
than using a loop within Matlab. This would save computa-
tional time by reducing the time taken for the first itera-
tion while still benefiting from the increased accuracy
of consecutive iterations. However, the image processing

Fig. 8 Simulated image of a spot within a 15 × 15 pixel AOI with additive Gaussian noise given a mean noise level of 0.025 and variance of
0.001 where the spot center is located a distance of approximately (a) 5 pixels from AOI center, (b) 6 pixels from AOI center, (c) 7 pixels
from AOI center, and (d) 8 pixels from AOI center.
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techniques explored in the following section provide pos-
sibly another, less computationally demanding, means of
increasing accuracy.

4 Image Preprocessing Results

4.1 Gamma Correction

Image enhancing is a common technique used to “modify
attributes of an image to make it more suitable for a
given task.”12 For this paper, two different power-law trans-
formations, referred to as gamma corrections, are investi-
gated: a 2nd order and a 4th order power-law. In this type
of transformation, the individual pixels of the image are
raised to a specified power after the image has been normal-
ized from 0 to 1. This particular method of image enhance-
ment produces a more focused spot while reducing the
impact of background noise. Figures 13 and 14 show abso-
lute error (pixels) versus SNR (dB) given 2nd and 4th order
gamma corrections, respectively. Results are shown for each
of the four centroiding methods given an initial mean noise
level of 0.025.

When comparing the 2nd order gamma correction results
from Fig. 13 to those shown in Fig. 6 prior to any transfor-
mation, significant improvements are observed by the first
three centroiding methods. For SNRs of 30 and above,
after applying the 2nd order gamma correction, the Gaussian
and weighted first moment centroids perform similarly with

significantly less absolute error in comparison to the first
moment and convolution centroids as the spot moves away
from the AOI center. However, the 4th order gamma correc-
tion results (Fig. 14) show even further reduction in absolute
error for the first moment and convolution centroiding meth-
ods. Upon applying this transformation, all four methods
provide similar estimates of the spot centroids. At the lowest
SNR of 10 in which the noise is the greatest, the gamma cor-
rection provides the least amount of improvement which
is to be expected since the spot is very difficult to discern
at this noise level.

The significance of these results can be observed at SNRs
between 30 and 50, typical values computed from the AAOL
data. Reductions in absolute error by an order of magnitude
are shown at these SNRs for the first moment centroid
when a 4th order gamma correction is applied [comparing
Fig. 6(a) to Fig. 14(a)]. Not only does this image processing
technique improve accuracy but this type of transformation
adds very little computational time in comparison to other
iterative methods such as the weighted first moment centroid
described in this paper. This image enhancement technique
was applied to several sets of AAOL flight test data. SNRs
corresponding to the individual AOIs were computed before
and after applying 2nd and 4th order gamma corrections. As
expected, the background noise was reduced by a factor of
approximately two and almost four when raising the AOIs to
the 2nd and 4th power, respectively. As a result the spot

Fig. 9 Absolute error (pixels) versus SNR (dB) given the four spot positions shown above in Fig. 8 with a mean noise level of 0.01. Error
was computed based on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.
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becomes more distinct, improving the accuracy of the first
moment calculation. The gamma correction appears to pro-
vide a beneficial image enhancing technique without adding
significant computational cost. Section 6 presents further
results when this technique is applied to a series of Shack-
Hartmann wavefront images taken from a set of AAOL
flight data.

4.2 Thresholding

The second image-processing technique investigated, prior
to finding the centroid, is called thresholding. A percent
threshold based on the maximum intensity of the image is
initially subtracted from the pixels after which all negative
values are set equal to zero. This process raises the floor
of the image with the goal of removing background noise.
Percent threshold values between 0% and 35% are studied.
Figure 15 shows absolute error (pixels) versus percent
threshold given a mean noise level of approximately 0.025
for each of the four centroiding methods described through-
out this paper. Results are shown for several different spot
positions with respect to the AOI center given two different
SNRs. As shown in Fig. 15, there appears to exist an optimal
range of thresholding values for the first moment, convolu-
tion, and Gaussian centroids. For SNRs of 50 or more, a min-
imum 5% threshold creates significant improvement in spot
center estimation. As the SNR decreases (i.e., noise variance
increases), the minimum percent threshold needed to
produce the optimal results increases. Thresholding be-
comes less effective with increased noise levels. Increasing
the mean noise level also requires the use of higher percent
thresholds.

While thresholding does not appear to improve the accu-
racy of the weighted first moment method, it does reduce its
computational time. The number of iterations necessary for
the weighted first moment method to reach convergence

Fig. 10 Absolute error (pixels) versus SNR (dB) given the four spot positions shown above in Fig. 8 with a mean noise level of 0.05. Error was
computed based on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.

Fig. 11 Computational time ratios (relative to the Gaussian method)
for the first moment centroid, convolution centroid, Gaussian centroid,
and weighted first moment centroid given a simulated 15 × 15 pixel
image with a mean noise level of 0.025 and a variance of
0.0001.
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Fig. 12 (a) Computational time normalized by the time taken for the first iteration versus number of iterations for the weighted first moment cen-
troiding method and (b) absolute error (pixels) versus number of iterations taken to reach convergence given six different spot locations measured
from the AOI center.

Fig. 13 Absolute error (pixels) versus SNR (dB) given six different spot positions with respect to the center of the AOI with a mean noise level of
0.025 after applying a 2nd order gamma correction. Error was computed based on four centroiding methods: (a) first moment, (b) convolution,
(c) Gaussian, and (d) weighted first moment.
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decreases when a threshold percentage is applied to the
image. Figure 16 shows the number of iterations required
to reach convergence for the weighted first moment centroid
versus percent threshold. At a SNR of 20, the number of
iterations declines from approximately 12 to 6 as the per-
cent threshold increases from 0% to 35%. Similar trends
in the reduction of convergence iterations were observed
at SNRs between 20 and 40. For each SNR, there exists a
percent threshold which will essentially remove the majority
of the background noise creating an image with the least
number of iterations required to reach convergence. This
threshold value decreases proportionally with decreasing
mean noise level. At the lowest noise levels, corresponding
to SNRs of 50 or more, a 5% threshold value reduces the
number of required iterations to below four at which
point no further improvement is seen.

4.3 Windowing

The effects of creating a window around the spot are also
studied. In each simulation, the position of the pixel with
the maximum intensity is determined. A window is created
to isolate the relevant pixels centered at that maximum pixel
location. All pixel values outside the windowed area are set
equal to zero. Spot centers are estimated using the four cen-
troiding methods on the redefined AOI pixels. Window sizes
between 1 and 10 were simulated, where window size is

defined as the � distance in pixels from the center pixel
within the window to each of the four window edges. For
example, a window size shown on the graph of �1 refers
to a window area of 9 pixels (3 pixels by 3 pixels) centered
on the maximum pixel. Note that a window size of�10 does
not change the image, given a 15 × 15 pixel AOI if the simu-
lated spot remains within 3 pixels of the center of the AOI.
Figure 17 shows absolute error (pixels) versus window size
given a mean noise level of 0.025. For SNRs between 30 and
60, a window size of approximately �4 pixels produces the
best results when applying the first moment, convolu-
tion, and Gaussian centroids. A slightly smaller window is
required when the SNR drops to 20 and below. Similar to
thresholding, the weighted first moment centroid does not
benefit from windowing. Furthermore, window sizes of �4
or less, in which the outer portion of the spot becomes
clipped by the window, actually reduces the accuracy of the
weighted first moment’s spot estimation. In other words,
when the window size is smaller than the spot’s FWHM
the centroid estimation based on the weighted first moment
method becomes corrupted.

The effect of windowing on the number of iterations
required to reach convergence for the weighted first moment
centroid was also examined. Figure 18 shows the number of
iterations required to reach convergence versus window size
for the weighted first moment centroid given a mean noise

Fig. 14 Absolute error (pixels) versus SNR (dB) given six different spot positions with respect to the center of the AOI with a mean noise level of
0.025 after applying a 4th order gamma correction. Error was computed based on four centroiding methods: (a) first moment, (b) convolution,
(c) Gaussian, and (d) weighted first moment.
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level of 0.025 and a spot position approximately 1 pixel from
the AOI center. At SNRs above 30, a window size of �4
pixels slightly reduces the number of iterations required.
However, when the SNR reduces to 20 or below, the only
significant reduction in iterations occurs when the window
size is reduced to �1 pixel. When taken into account with
the absolute error results shown in Fig. 17(d), it is clear that
creating a window this small around the spot results in
increased error when computing spot position.

5 Image Features Effects

5.1 Image Rotation

There are a few different types of rotation that affect wave-
front reconstruction accuracy including misalignment be-
tween the Shack-Hartmann sensor and the lenslet array,
beam rotation, and rotation of a single spot. This section
addresses centroid error induced by spot rotation which
occurs when the outer lobes of the double sinc function are
no longer aligned vertically and horizontally with the pixels.
Typical spot rotation observed within the AAOL data sets are
less than a degree. This section explores the effect that spot
rotation plays on centroiding accuracy. A spot positioned

Fig. 15 Absolute error (pixels) versus percent threshold (%) given a mean noise level of approximately 0.025 at SNRs of 50 (dashed lines) and 20
(solid lines). Absolute error was computed at five different spot locations with respect to the AOI center (0.05: circle, 0.25: square, 0.5: upward-
pointing triangle, 1: left-pointing triangle, and 2: downward-pointing triangle) using four centroiding methods: (a) first moment, (b) convolution,
(c) Gaussian, and (d) weighted first moment.

Fig. 16 Weighted first moment iterations required to reach conver-
gence versus percent threshold given a mean noise level of 0.025
at two different SNR levels.
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approximately 1 pixel away from the AOI center was simu-
lated within a 15 × 15 pixel area. Additive nonzero mean
Gaussian noise was applied to the image after which the
spot was rotated by a specified angle about the AOI center.
As mentioned before, the rotation angle for the AAOL wave-
front sensor was less than a degree but, purely for illustrative
purposes, rotation angles including 0 deg, 0.25 deg, 0.5 deg,
1 deg, 2 deg, and 4 deg were simulated. Spot centers were
estimated using each of the four different centroiding meth-
ods given the range of rotation angles. A second set of
simulations was run given a 4th order gamma correction.
Figure 19 shows absolute error versus SNR over the range
of rotation angles listed above given a spot displaced approx-
imately 1 pixel away from the AOI center. While this range
of rotation angles has little to no effect on the accuracy of
the first moment, convolution, and Gaussian centroids, the
weighted first moment centroid experiences significant in-
creases in error as the spot rotation increases. Once the
spot rotation exceeds approximately 5 deg, the weighted
first moment no longer outperforms the other three methods,
however this amount of spot rotation is extremely rare. When
a 4th order gamma correction is applied, spot rotation affects

Fig. 17 Absolute error (pixels) versus window size (� pixels) given a mean noise level of approximately 0.025 at SNRs of 50 (dashed lines) and 20
(solid lines). Absolute error was computed at five different spot locations with respect to the AOI center (0.05: circle, 0.25: square, 0.5: upward-
pointing triangle, 1: left-pointing triangle, and 2: downward-pointing triangle) using four centroiding methods: (a) first moment, (b) convolution,
(c) Gaussian, and (d) weighted first moment.

Fig. 18 Weighted first moment iterations required to reach conver-
gence versus � window size given a mean noise level of 0.025 at
two different SNR levels.
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each centroiding method similarly, resulting in increased
error with increased rotation as shown in Fig. 20. When
the rotation angle exceeds approximately 3 deg, the gamma
correction no longer provides any discernible improvement
to the centroiding accuracy when comparing these results
with Fig. 19.

5.2 Spot Size

The spot size or resolution of each spot also has an effect on
centroiding accuracy. A range of spot sizes, defined by the
approximate number of pixels measured across the spot’s
FWHM, are studied. Centroids were simulated using each
of the four centroiding techniques with and without a 4th
order gamma correction. Figure 21 shows absolute error ver-
sus SNR for each of the four centroiding methods given
a range of spot sizes. The first moment and convolution
centroids experience only small decreases in centroiding
accuracy as the spot size decreases, while the Gaussian cent-
roid is greatly affected by spot size losing any estimation
advantage once the spot’s FWHM reduces to approximately
3 pixels or less. The weighted first moment centroid does not
show any appreciable decrease in absolute error until the spot
size is reduced to a FWHM of approximately 1 pixel or less.
Figure 22 shows similar results given a 4th order gamma cor-
rection. Overall, the gamma correction improves the accu-
racy of each centroiding method except for the weighted
first moment as reported above in Sec. 4.1. It is interesting
to note when comparing Fig. 21 to Fig. 22, that as the spot’s
FWHM is reduced to 2 pixels or less, the 4th order gamma
correction actually has a negative effect on the weighted first
moment’s estimate of the spot center. At this spot size, the

first moment centroid with 4th order gamma correction
outperforms the weighted first moment.

6 Centroiding Results Applied to AAOL Flight
Data

The simulation results presented above clearly show that the
weighted first moment centroid consistently provides the
most accurate spot center estimations. However, its accuracy
is accompanied by significantly longer computational times
in comparison to the first moment centroid calculation. It has
also been shown that applying a 4th order gamma correction
prior to computing the commonly used first moment centroid
significantly reduces the amount of absolute error. The result
is a spot center estimate similar to that found by the weighted
first moment method, but with significantly less computa-
tional time. These two approaches, along with the thresh-
olded first moment centroid (the method currently used to
process the AAOL flight data), are applied to a series of
3000 AAOL Shack-Hartmann images. Wavefront statistics
are computed and compared in an effort to visualize and
quantify the effect of applying the “more-accurate” centroid-
ing methods.

Individual wavefronts are reconstructed from the slopes
which are inferred from the spot displacements obtained
using the common first moment method and two “more-
accurate” methods, the weighted first moment and the first
moment centroid with 4th order gamma correction. Wave-
front statistics are computed and a histogram of the temporal
distribution of OPDRMS values is created for each case,
where OPDRMS refers to the instantaneous spatial RMS of
the OPD over the aperture. The first AAOL data set analyzed

Fig. 19 Absolute error (pixels) versus SNR (dB) over a range of rotation angles given a mean noise level of 0.025. Error was computed based
on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.
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Fig. 20 Absolute error (pixels) versus SNR (dB) over a range of rotation angles given a mean noise level of 0.025 after applying a 4th order
gamma correction. Error was computed based on four centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted
first moment.

Fig. 21 Absolute error (pixels) versus SNR (dB) for a range of spot sizes given a mean noise level of 0.025. Error was computed based on four
centroiding methods: (a) first moment, (b) convolution, (c) Gaussian, and (d) weighted first moment.
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below contains repeated images containing regions of spots
with extremely low intensity levels in addition to individual
spots that experience varying amounts of distortion. When
images contain problem areas with low light levels and/or
spot distortions, the resulting wavefront may become cor-
rupted. This can cause significant discrepancies in spatial
OPD across the aperture and consequently in the instantane-
ous OPDRMS values. As a result, this may produce some out-
liers on a typically log-normal distribution of the time series
of instantaneousOPDRMS, representing a potential indication
that the data may be flawed.8 Figure 23 shows an individual
Shack-Hartmann image from the set of AAOL flight data
analyzed here. Four different AOIs are highlighted on the
image, three of which may be considered problem areas
with low light levels or spot distortion, while the fourth
could be considered a good spot.

Figures 24–27 show expanded views of the highlighted
AOIs from Fig. 23. In each figure the AOI is shown on the
left and a further blown up image of the spot is shown on the
right. Spot centers estimated using the first moment centroid
with a 15% threshold (commonly used to process the AAOL
data currently) are shown by a circle. The weighted first
moment centroid is shown by a triangle and the first moment
centroid with a 4th order gamma correction is shown by a
square. While the true spot centers are unknown for this
set of real data, these images are meant to provide a visual
comparison of centroiding methods when applied to the
AAOL flight data. Figure 24 is an example of a “good”
spot where each of the three centroiding methods produce
virtually identical estimates of the spot center. Figures 25
to 27 represent AOIs containing “poor” spots. In each of
these figures the first moment with gamma correction and

the weighted first moment centroids appear to be closer to
the spot center than the first moment centroid.

Wavefronts were reconstructed from the array of spot dis-
placements using the Southwell method13 based on each of
the three centroiding/image processing methods examined
in this section. Note that tip/tilt has also been removed
from the wavefront images shown below. Figure 28 shows
individual reconstructed wavefronts corresponding to the
Shack-Hartmann image depicted above in Fig. 23. The wave-
front shown in Fig. 28(a) has been reconstructed based on the
slopes inferred from the first moment centroid with 15%

Fig. 22 Absolute error (pixels) versus SNR (dB) for a range of spot sizes given a mean noise level of 0.025 after applying a 4th order gamma
correction. Error was computed based on four centroiding methods: (a) first moment, (b) convolution, (c) gaussian, and (d) weighted first moment.

Fig. 23 Shack-Hartmann wavefront sensor image with four individual
AOIs highlighted by boxes.
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Fig. 24 (a) Expanded AOI and (b) blown-up view of spot corresponding to the upper left highlighted box in Fig. 23 showing three different spot
center estimates.

Fig. 25 (a) Expanded AOI and (b) blown-up view of spot corresponding to the upper right highlighted box in Fig. 23 showing three different spot
center estimates.

Fig. 26 (a) Expanded AOI and (b) blown-up view of spot corresponding to the middle right highlighted box in Fig. 23 showing three different spot
center estimates.
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threshold spot displacements. Figure 28(b) shows the wave-
front reconstructed based on spot displacements computed
using the first moment centroid with 4th order gamma cor-
rection. And Fig. 28(c) similarly shows the reconstructed
wavefront from the set of weighted first moment spot dis-
placements. The dark area on the upper right corner of
the wavefronts appears to be a corrupted area containing
inaccuracies corresponding to the low intensity region on
the Shack-Hartmann image pictured in Fig. 23. The wave-
fronts reconstructed from both the first moment centroids
with 4th order gamma correction and the weighted first
moment centroids appear to be less corrupted. A visual
inspection of the results shown in Figs. 24–28 seem to indi-
cate that when either of the “more-accurate” centroiding
methods are applied to a set of real Shack-Hartmann images
such as the AAOL flight data, little to no change is seen in
the reconstructed wavefront if the spots are well-focused
with a somewhat symmetric shape. However, improvements
to the reconstructed wavefront can be expected in regions
where the light intensity is low or the spots have become

misshapen on the Shack-Hartmann image. This conclusion
is supported by the following statistical AAOL results.

Wavefront statistics were computed to compare the effects
that the three centroiding techniques have on the recon-
structed wavefronts. A series of 3000 Shack-Hartmann
images was analyzed for two different AAOL data sets. The
first set of data, which corresponds to the results shown
above in Figs. 24–28, contains multiple Shack-Hartmann
images (similar to Fig. 23) with low light levels and individ-
ual spots that may be difficult to discern. This AAOL flight
data could be considered a “poor” data set. The second set of
AAOL flight data examined could be labeled a “good” data
set in which the light levels remain fairly constant and the
spots are consistently bright and symmetric. Individual
wavefronts were reconstructed for both sets of data based
upon spot displacements computed from each of the three
different centroiding techniques described in this section:
first moment with 15% threshold, first moment with 4th
order gamma correction, and the weighted first moment.
Spatially averaged OPDRMS values were computed at an

Fig. 27 (a) Expanded AOI and (b) blown-up view of spot corresponding to the lower right highlighted box in Fig. 23 showing three different spot
center estimates.

Fig. 28 Individual wavefront (microns) corresponding to the Shack-Hartmann image shown in Fig. 23 reconstructed from spot displacements
estimated by (a) a first moment centroid with a 15% threshold, (b) a first moment centroid with a 4th order gamma correction, and (c) a weighted
first moment centroid.
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instant in time for each series of wavefronts. In order to gain
a better appreciation for the time series of wavefronts recon-
structed based upon these three centroiding approaches,
probability distribution functions of instantaneous OPDRMS

were plotted. Figure 29 shows histograms of OPDRMS result-
ing from each of the three centroiding techniques for the
“poor” AAOL data set. As shown by the circled area in
Fig. 29(a), the thresholded first moment centroid produces
an extended tail on the histogram indicating the presence
of several larger OPDRMS values within the time series of

analyzed images. Outliers such as these are often an indica-
tion of erroneous wavefronts. As shown in Fig. 29(b) and
29(c), when using either of the “more-accurate” centroiding
methods, the tail diminishes reducing the number of outliers.
In addition, the standard deviation of the probability distri-
bution decreases. These notable differences seem to indicate
that the first moment centroid with 4th order gamma correc-
tion and the weighted first moment centroid improve the
accuracy of the reconstructed wavefronts. The similarity
between the mean OPDRMS and their standard deviations

Fig. 29 Probability distribution functions of OPDRMS computed from a set of “poor” AAOL data where the wavefronts are reconstructed based on
spot displacements estimated using (a) a first moment centroid with a 15% threshold, (b) a first moment centroid with 4th order gamma correction,
and (c) a weighted first moment centroid.

Fig. 30 Probability distribution functions of OPDRMS computed from a set of “good” AAOL data where the wavefronts are reconstructed based on
spot displacements estimated using (a) a first moment centroid with a 15% threshold, (b) a first moment centroid with 4th order gamma correction,
and (c) a weighted first moment centroid.
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for the “more-accurate” centroiding methods further vali-
dates these results. The overall difference in the recon-
structed wavefront statistics when applying either of the
“more-accurate” centroiding methods is a reduction in out-
lying OPDRMS values (which was probably the result of sev-
eral individual wavefronts containing significant error) and a
reduction in the mean OPDRMS from approximately 0.0389
to 0.037 μm. Figure 30 shows histograms of OPDRMS com-
puted from a “good” set of AAOL data. As evident from
the distribution the wavefronts in this data set contain a
wider range of aberrations. However, the overall shape of
each histogram is extremely similar and the mean OPDRMS

increases only slightly from approximately 0.109 to 0.11 μm.
Therefore, when the spots shown on the Shack-Hartmann
images are consistently bright and symmetric there appears
to be no appreciable change in the wavefront statistics.

Overall, the visually more accurate spot center estimates
shown in Figs. 24–27, the reduction in the wavefronts
problem area shown in Fig. 28, and the reduction in outliers
present in the probability distribution of instantaneous
OPDRMS values shown in Fig. 29, seem to indicate that the
first moment centroid with a 4th order gamma correction
and the weighted first moment centroid provides a more
accurate spot center estimate which produces more accu-
rate wavefront statistics. The only appreciable difference
between these two methods is the increased computational
time taken by the weighted first moment. While the in-
creased accuracy of “more-accurate” centroiding methods
compared to the method currently being used to process
the AAOL data may not alter the time-averaged statistics sig-
nificantly in all cases, it would affect the spatial content of
instantaneous wavefronts; accuracy of which is important
when characterizing aero-optic effects using methods such
as proper orthogonal decomposition.14

7 Conclusions
The ability to accurately locate the centers of an array of
Shack-Hartmann spots is critical when characterizing aero-
optic effects and studying mitigation techniques. The accu-
racy of the centroiding method currently being used to
process the AAOL data is compared with three other meth-
ods. In addition, a few different image processing techniques
and their effect on spot center estimation are examined. The
centroiding methods studied here include, the currently used
first moment centroid, a convolution centroid, a Gaussian
centroid, and a weighted first moment centroid. A double
sinc function was used to simulate a spot pattern similar to
those seen in the AAOL data on a 15 × 15 pixel image. Vary-
ing degrees of additive nonzero mean Gaussian noise were
applied. Spot estimations based on each of the four centroid-
ing methods were compared to the spots true center. The
weighted first moment centroid was shown to estimate the
spot center with the most accuracy independent of spot
position within the AOI, while the other methods exhibit
increased error as the spot moves away from the image center
due to their intensity based computations. However, the
weighted first moment centroid’s iterative approach takes
significantly more computational time compared to the
commonly used first moment calculation.

Three additional image-processing techniques were stud-
ied. Second and fourth order gamma corrections, threshold-
ing, and windowing were applied to the simulated image

prior to computing each of the four centroids. Absolute
error was compared. Thresholding and windowing were
shown to increase the accuracy of the first three methods
while displaying optimal ranges which varied slightly
with mean noise level. The 4th order gamma correction pro-
vided the most improvement, reducing absolute error of the
commonly used first moment centroid to that of the weighted
first moment centroid given low to moderate mean noise
levels. Finally, the two “most-accurate” centroiding methods
(first moment with 4th order gamma correction and weighted
first moment) were applied to two different sets of AAOL
flight data along with the centroiding method used currently
to process the data. Wavefronts were reconstructed based
on each method and wavefront statistics were compared.
Increased accuracy was illustrated by visual inspection of
several individual AOIs within an AAOL Shack-Hartmann
image. Seemingly flawed wavefront distortions were also
shown to reduce when using the “more-accurate” centroiding
methods. And finally, a reduction in the outlying probability
distribution tail for the instantaneous OPDRMS computed
from a series of AAOL Shack-Hartmann wavefront images
further shows the benefit of using either of the “more-
accurate” centroiding methods described in this paper.
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