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Wall-modeled large-eddy simulations of turbulent boundary layer flows over a flat plate

at Mach 3.5, 7.87, and 13.64 were carried out and the aero-optical distortions resulting from

density fluctuations were investigated. The conditions for the Mach 3.5 case match those of a

direct numerical simulation in the literature. The Mach 7.87 conditions are representative of

the Hypersonic Wind Tunnel at Sandia National Laboratories and the Mach 13.64 conditions

match those of the Arnold Engineering Development Complex Hypervelocity Tunnel 9. The

WMLES simulations were validated using available experimental and DNS reference data. The

normalized root-mean-square optical path difference for all three cases is in good agreement

with respective data obtained from reference direct numerical simulations and experiments

(within 1.53% for 𝑀∞ = 3.5, 1.25% for 𝑀∞ = 7.87, and 12% for 𝑀∞ = 13.64, compared to

numerical data). Above 𝑀∞ = 5.0, the normalized path difference obtained from the simulations

is above the value predicted by a semi-analytical relationship by Notre Dame University. With

increasing Mach number, the bulk contribution to the total optical distortion shifts towards the

boundary layer edge. In addition, a proper orthogonal decomposition reveals that the nature of

the dominant density fluctuations, which are located near the boundary layer edge, changes from

three-dimensional to two-dimensional. Understanding how the coherent structures contribute

to the OPD may pave a way towards devising active flow control strategies geared towards a

reduction of the OPD.
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Nomenclature

𝑐 𝑓 = Skin-friction coefficient

𝐻 = Shape factor

𝐾𝐺𝐷 = Gladstone-Dale constant

𝑀∞ = Mach number

𝑛 = Index of refraction

OPL = Optical Path Length

OPD = Optical Path Difference

𝑃 = Pressure

𝑃𝑟 = Prandtl number

𝑄 = Vortex identification criterion

𝑅 = Gas constant

𝑅𝑒 = Reynolds number

𝑇 = Temperature

𝑡 = Time

𝑢, 𝑣, 𝑤 = Velocities

𝑢𝑐 = Convection velocity

𝑢𝜏 = Friction velocity, 𝑢𝜏 =
√︁
𝜏𝑤/𝜌𝑤

𝑥, 𝑦, 𝑧 = Spatial coordinates

Greek characters

𝛽 = Inclination angle

𝛾 = Ratio of specific heats

𝛿 = Boundary-layer thickness

𝜃 = Momentum thickness

Λ = Density correlation length

𝜇 = Dynamic viscosity

𝜈 = Kinematic viscosity

𝜌 = Density

𝜏𝑤 = Wall shear stress, 𝜏𝑤 = 𝑅𝑒−1𝜇𝑤 𝜕𝑢/𝜕𝑦 |𝑤
Superscripts

′ = Turbulent fluctuation

+ = Variable in wall units
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* = Dimensional quantity

Subscripts

∞ = Freestream variables

𝑟 = Recovery factor

𝑟𝑚𝑠 = Root-mean-square

𝑇 = Turbulent quantity

𝑤 = Wall variables

Delimiters

(·) = Time averaging

⟨·⟩ = Area averaging over an aperture

I. Introduction

Compressibility and wall-cooling effects for boundary layer flows become more pronounced at higher Mach

numbers [1]. The boundary layers over vehicles are often by nature turbulent, or can also be tripped to avoid

uncertainties related to transition (e.g., heat transfer, sudden center of pressure shifts, ill-defined engine inlet conditions,

etc.). At high Mach numbers and for strongly cooled walls, the wall-normal temperature gradients can be substantial.

The turbulent mixing of hot and cold air as well as strong shock waves cause large density fluctuations. Through the

Gladstone-Dale relation, the density fluctuations translate to index-of-refraction fluctuations, which distort optical

light that passes through the boundary layer [2]. At high Mach numbers (e.g., 𝑀 > 5), the turbulent boundary layer

can radiate strong acoustic noise [3], and the associated freestream density fluctuations can cause additional optical

aberrations. The optical distortions compromise the performance of optical sensors, communication systems (e.g.,

laser), and directed-energy applications [4, 5]. Therefore, the prediction of the magnitude of the aero-optical distortions

is of great interest to the designers of high-speed flight vehicles.

The optical aberrations caused by high-speed turbulent boundary layer flows have been investigated since the

early 1950s, starting with the pioneering experimental work by Liepmann [6]. Truman carried out direct numerical

simulations (DNS) of incompressible turbulent shear flows [7, 8] and found that the large energy-bearing structures

are mainly responsible for the optical path differences (OPD). According to Tromeur et al. [9], the optical distortions

depend strongly on the beam direction. Follow-up turbulent boundary layer experiments by Cress et al. [10] suggested

that the beam experienced larger distortions when it was tilted towards the downstream direction. Aero-optical path

differences of collimated optical wavefronts transmitted through compressible turbulent boundary layer flows were

then investigated experimentally by e.g. Gordeyev et al. [11–13] and Lynch et al. [14], and numerically by e.g. Wang &

Wang. [15], Zhang et al. [16], Miller et al. [17, 18], and Castillo et al. [19, 20]. Zhang et al. [16] showed that the OPD is
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mainly caused by wake structures, as well as by log-layer structures. The OPD contribution from the viscous sublayer

and buffer layer structures is rather small. These findings suggest that for high-Reynolds-number flows, wall-modeled

large-eddy simulations (LES) can constitute an accurate and efficient technique for predicting the aero-optical distortions

[15]. Recent analyses by Miller et al. [17] suggest that the balance of the OPD contributions from the different parts of

the boundary layer depend on the freestream Mach number and this dependence is investigated further in this paper.

Additional dependencies, such as on the wall-to-recovery temperature ratio, are also being investigated [13, 21].

Information about the boundary layer density fluctuations is required to quantify the OPD [22]. This information

can be obtained from DNS, LES, or measurements. The accurate simulation of compressible high-Reynolds number

boundary layer flows is challenging and computationally expensive. By resolving all scales of fluid motion, DNS provides

high-fidelity reference data. However, for most practical applications, the computational cost is prohibitive. Choi and

Moin [23] estimate the required number of grid points for DNS as 𝑁 ≈ 𝑅𝑒
37/14
𝐿

. In LES, the large energy-bearing

flow structures are resolved while the smaller more isotropic dissipating flow structures are modeled with a sub-grid

stress (SGS) model. According to Choi and Moin [23], the number of grid points for wall-resolved LES scales as

𝑁 ≈ 𝑅𝑒
13/7
𝐿

. For example, Tromeur et al. [9] carried out LES of compressible boundary layer flows at subsonic and

supersonic Mach numbers and investigated the suitability of LES for the prediction of aero-optical aberrations. For

boundary layer flows, the computational expense of LES can be further reduced by resolving only the energy-bearing

structures in the outer layer and modeling the inner layer. This approach is referred to as wall-modeled LES (WMLES).

Compared to wall-resolved LES, the near-wall grid line spacing and the time-step can be larger, which further reduces

the computational expense. According to Choi and Moin [23], the number of grid points for WMLES scales with

𝑁 ≈ 𝑅𝑒𝐿 . Wall-models were proposed, for example, by Yang et al. [24] and Catchirayer et al. [25]. Successful WMLES

of external flows were carried out by e.g., Bocquet et al. [26] and Kawai and Larsson [27].

The OPD of subsonic and supersonic flows has been investigated in both experiments (e.g. Refs. [12–14, 28, 29]) and

simulations (e.g. Refs. [9, 15]). Building on the strong Reynolds analogy (SRA) (which makes a connection between the

velocity and temperature field), the “linking equation” from Sutton’s statistical model [22, 30], and the adiabatic wall

assumption, researchers at the University of Notre Dame (ND) developed a scaling law for the OPD (herein referred to

as Notre Dame model [11–13]). According to this model, OPD depends on the freestream density, the boundary layer

thickness, the freestream Mach number, and the local skin friction coefficient. A rather limited number of experiments

(e.g. [14]) and simulations (e.g. [17–20]) has provided measurements of the OPD for hypersonic Mach numbers. While

other studies (e.g. [12, 13, 28, 29]) have shown that the ND model is sufficiently accurate up to freestream Mach numbers

of about five, discrepancies begin to appear for hypersonic Mach numbers. For higher Mach numbers, the cause of these

discrepancies may be related to the underlying model assumptions which are no longer valid or additional flow physics

may not be captured in the current model. Elucidation of these effects is a primary goal of the current work.

This paper reports on WMLES of turbulent flat-plate boundary layer flows for freestream Mach numbers of 𝑀∞=3.5,
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7.87, and 13.64. Aspects of the 𝑀∞=7.87 simulation were discussed in Ref. [21]. The objectives of the current work are

to evaluate the ND model at large hypersonic Mach numbers, to evaluate the underlying model assumptions, and to

uncover new flow physics. First, the governing equations are introduced. Next, mean flow profiles, Reynolds stress

profiles, root-mean-square OPD values, and two-point correlations obtained from the WMLES are compared with

reference data from DNS [16–18, 31] and experiments [14]. Particular attention is paid to the effect of the freestream

Mach number on the underlying assumptions of the ND model [11–13]. Finally, the time-dependent density field was

analyzed with the proper orthogonal decomposition (POD).

II. Methodology
Wall-modeled large-eddy simulations (LES) of compressible flat plate turbulent boundary layers were carried out

for three different Mach numbers.

A. Simulation Strategy

The simulations were carried out with a finite-volume compressible Navier-Stokes code with ninth-order-accurate

convective terms, fourth-order-accurate viscous terms, and second-order-accurate time integration [32, 33]. Details

about the wall model are provided by Kawai and Larsson [27]). No-slip and no-penetration conditions were enforced at

the wall. The wall was either adiabatic (zero wall-normal temperature gradient) or isothermal (fixed temperature). Flow

periodicity was enforced in the spanwise direction. Dirichlet conditions were enforced at the inflow and freestream

boundary, and Neumann conditions were employed at the outflow boundary.

B. Computational Domain

Using algebraic functions, a computational grid was generated for the WMLES. A grid resolution study was

performed for 𝑀∞ = 7.87 [21] to determine the minimum resolution for obtaining mean profiles and turbulence statistics

that matched reference DNS results with acceptable accuracy. The same grid is employed for the present WMLESs.

The rescaling & recycling method by Stolz and Adams [34] was employed to sustain the turbulent approach flow

boundary layer. The dimensions of the computational grid are 1.2288 × 0.338 × 0.12 in the streamwise, wall-normal,

and spanwise direction, respectively. The number of cells in the three directions is 512 × 64 × 160 = 5.24 × 106. For

this grid resolution, good agreement of the skin-friction coefficient, mean velocity and temperature, and turbulence

statistics with reference DNS data [16] was obtained (Tab. 3). Following suggestions by Larsson et al. [35], for an

estimated boundary layer thickness of 𝛿 ≈ 0.06, a wall-normal grid line spacing of Δ𝑦/𝛿 = 0.02 was employed between

the wall and 𝑦/𝛿 = 0.2. The wall-normal grid line spacing at the boundary layer edge is no more than Δ𝑦/𝛿 = 0.05.

Outside the near-wall region (𝑦/𝛿 ≤ 0.2), the wall-normal grid line stretching is 5% and decreases away from the wall.

The near-wall grid line spacing in wall-units is Δ𝑥+ ≈ (35, 39, 41), Δ𝑦+ ≈ (9, 10, 10), and Δ𝑧+ ≈ (11, 12, 12) in the
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streamwise, wall-normal, and spanwise directions for 𝑀∞ = (3.5, 7.87, 13.64).

C. Flow Properties and Simulation Parameters

The freestream and wall-temperature conditions for all cases are summarized in Tab. 1. Also included in the table

are the inflow momentum Reynolds number, 𝑅𝑒𝜃,𝑖𝑛, and the Reynolds number based on the reference length, 𝑅𝑒. In the

table, 𝑇𝑟 = 𝑇∞ [1 + 0.5𝑟 (𝛾 − 1)𝑀2
∞], is the recovery temperature with recovery factor 𝑟 ≈ 3√

𝑃𝑟 = 0.89. The Mach 3.5

case matches the conditions of a direct numerical simulation (DNS) by Barone et al. [31] that was further analyzed by

Miller et al. [17]. The Mach 8 conditions match those inside the SNL Hypersonic Wind Tunnel (HWT) as reported by

Zhang et al. [16] and Miller et al. [17, 18]. For the Mach 14 case, the conditions of the Arnold Engineering Development

Complex (AEDC) Hypervelocity Tunnel 9 are matched [16]. The working gas for cases 1 and 3 is air, and the viscosity

was obtained from Sutherland’s law. The Mach 8 experiment was carried out with nitrogen, and the viscosity was

calculated with Keyes law [36]. The perfect gas state equation was used to model the gas behavior.

Table 1 Freestream and wall-temperature conditions, and Reynolds numbers.

Case 𝑀∞ 𝑢∗∞ [m/s] 𝜌∗∞ [kg/𝑚3] 𝑇∗
∞ [K] 𝑇∗

𝑤 [K] 𝑇𝑤/𝑇𝑟 𝑅𝑒𝜃,𝑖𝑛 𝑅𝑒

1 3.5 1144.4 0.863450 264.9 Adiabatic 1.0 1907 1.60 × 106

2 7.87 1154.6 0.026018 51.8 298 0.478 9714 8.16 × 106

3 13.64 1882.9 0.017001 47.4 300 0.185 14408 12.0 × 106

The simulations were advanced in time until the flow became statistically stationary. Then time-averages and

statistical quantities were computed over time-intervals of 𝑡𝑎𝑣𝑔/𝑠𝑡𝑎𝑡 . The time-intervals and computational timestep, Δ𝑡,

for the different cases are provided in Tab. 2. Profiles of the time-averaged and statistical data were extracted at 𝑥 = 1.1,

and averaged in the homogeneous spanwise direction.

Table 2 Time-intervals for computation of time-averages, statistical data, OPL, and computational timestep.

Case 𝑡𝑎𝑣𝑔/𝑠𝑡𝑎𝑡 𝑡𝑂𝑃𝐿 Δ𝑡

1 17.5 7.5 0.0005
2 12.5 7.5 0.0005
3 15.0 7.5 0.0005

D. Optical Path Length and Optical Path Difference

To investigate the effect of the density gradients on the optical aberrations, the density fields were first converted

into index-of-refraction, 𝑛, fields via the linear Gladstone-Dale relation [37],

𝑛 = 1 + 𝐾∗
𝐺𝐷𝜌

∗ , (1)
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where 𝐾∗
𝐺𝐷

= 2.3527 × 104 [𝑚3/𝑘𝑔] is the Gladstone-Dale constant for nitrogen over the pressure and temperature

range of the present simulations [38, 39]. Wall-normal integration of the index-of-refraction from the wall to the

freestream provides the optical path length,

𝑂𝑃𝐿 (𝑥, 𝑧, 𝑡) =
∫ 𝑦

0
𝑛(𝑥, 𝑦, 𝑧, 𝑡)𝑑𝑦 . (2)

The aperture is defined as the 𝑥 and 𝑧 range over which the OPD is computed. Fluid structures on the order of the

aperture size distort optical wavefront [40]. Boundary layer growth tilts the beam. Finally, mechanical vibration of the

experimental components can introduce errors in the analysis of wavefront images [41]. Therefore, the mean tip and tilt

of the beam is accounted for using a correction made at each time instant,

𝑂𝑃𝐷 (𝑥, 𝑧, 𝑡) = 𝑂𝑃𝐿 (𝑥, 𝑧, 𝑡) − (𝑚𝑥𝑥 + 𝑚𝑧𝑧 + 𝑏) . (3)

Following Wang and Wang [15], the coefficients are determined from a planar least-squares fit over an aperture,

𝑅 =

∫
𝑥

∫
𝑧

[𝑂𝑃𝐿 (𝑥, 𝑧, 𝑡) − (𝑚𝑥𝑥 + 𝑚𝑧𝑧 + 𝑏)]2 𝑑𝑥𝑑𝑧. (4)

The minimization of Eqn. 4 leads to a system of equations that is solved for the unknowns 𝑚𝑥 , 𝑚𝑧 and 𝑏 which are

referred to as streamwise tilt, spanwise tilt, and piston components, respectively. The root-mean-square (rms) streamwise

and spanwise tilt depend on the aperture size [40]. As the aperture size exceeds the boundary layer thickness, the tilt

introduced by individual boundary layer structures is averaged out more and the overall tilt is smaller.

In the study of aero-optical properties of turbulent boundary layers, the overall root-mean-square (rms) OPD is often

considered,

𝑂𝑃𝐷𝑟𝑚𝑠 =

√︃
⟨𝑂𝑃𝐷2 (𝑥, 𝑧, 𝑡)⟩ , (5)

where the square brackets denote spatial averaging over the aperture and the over-bar denotes temporal averaging. In this

paper, the 𝑂𝑃𝐷𝑟𝑚𝑠 obtained from the simulations is compared with a relationship proposed by Gordeyev et al. [11],

𝑓 (𝑀∞) =
𝑂𝑃𝐷𝑟𝑚𝑠

𝐾𝐺𝐷𝜌∞𝑐0.5
𝑓
𝑀2

∞𝛿
, (6)

which is referred here as “Notre Dame (ND) model”. This model is built on a theoretical framework that includes an

equation by Sutton for the wavefront-distortion statistics [22, 30], which is known as “linking equation”,

𝑂𝑃𝐷2
𝑟𝑚𝑠 = 2𝐾2

𝐺𝐵

∫ 𝐿

0
𝜌2
𝑟𝑚𝑠 (𝑦)Λ𝜌 (𝑦)𝑑𝑦 . (7)
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An important component of the former relationship that is also studied herein is the correlation length of the fluctuating

density field in the light propagation direction,

Λ𝜌 (𝑦) =
1
2

∫ 𝐿−𝑦

−𝑦
𝑅𝜌𝜌 (𝑦,Δ𝑦)𝑑Δ𝑦, (8)

where the two-point density correlation is defined as,

𝑅𝜌𝜌 (𝑦,Δ𝑦) =
⟨𝜌′(𝑥, 𝑦, 𝑧, 𝑡)𝜌′(𝑥, 𝑦 + Δ𝑦, 𝑧, 𝑡)⟩√︃

⟨𝜌′2 (𝑥, 𝑦, 𝑧, 𝑡)⟩
√︃
⟨𝜌′2 (𝑥, 𝑦 + Δ𝑦, 𝑧, 𝑡)⟩

. (9)

E. Proper Orthogonal Decomposition

The proper orthogonal decomposition (POD) by Lumley [42] is often utilized for the analysis of turbulent flows.

Typically, the computationally efficient “snapshot” method by Sirovich [43, 44] is employed. The POD provides a

compact representation (least number of modes required) of unsteady flows. For incompressible flows, the POD kernel

is based on two times the kinetic energy and the POD captures more of the kinetic energy of a time dependent flow field

than other decompositions. Rowley et al. [45] proposed a kernel for the POD of compressible flows,

𝑢𝑖𝑢 𝑗 +
2𝛼
𝛾 − 1

𝑐𝑖𝑐 𝑗 , (10)

where 𝑐 =
√
𝛾𝑅𝑇 with 𝑅 = 1/(𝛾𝑀2

∞) is the speed of sound. For 𝛼 = 0 the incompressible kernel is recovered. For

𝛼 = 1/𝛾 the kernel is identical to two times the total internal energy and for 𝛼 = 1 the kernel is identical to two times the

total enthalpy. For the present work, the interest is on the optical distortions which are caused by density fluctuations.

Therefore, in addition a third density-based kernel,

𝜌𝑖𝜌 𝑗 , (11)

was considered.

The POD modes are orthogonal and sorted according to their respective energy content. The POD eigenvalue

magnitude is identical to twice the kinetic energy (𝛼 = 0), the total internal energy (𝛼 = 1/𝛾), total enthalpy (𝛼 = 1), or

the square of the density fluctuations (for density-based kernel) of the respective modes. The instantaenous flow data

can be reconstructed from the time-coefficients, 𝑎𝑖 (𝑡), and POD modes, qi (x), according to

v(x, 𝑡) =
∑︁
𝑖

𝑎𝑖 (𝑡)qi (x) . (12)
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III. Mean Flow and Statistics
The compressible displacement thickness, 𝛿∗, momentum thickness, 𝜃, and incompressible shape factor, 𝐻𝑖 , are

plotted in Fig. 1a. The incompressible shape factor asymptotically approaches a value of 1.4, which is inside the

commonly accepted range for turbulent boundary layers (1.3 ≤ 𝐻𝑖 ≤ 1.4).

Density weighted “van Driest transformed” velocity profiles,

𝑢𝑉𝐷 =

∫ √︂
𝜌

𝜌𝑤
𝑑𝑢+ , (13)

for 𝑥 = 1.1 are plotted in Fig. 1b. The dashed parts of the profiles were obtained directly from the wall model. The

matching point (for the wall model) is at 𝑦+ ≈ 50 and is well within the log-layer. The profiles are in good agreement

with the relationships for the viscous sublayer, 𝑢+ = 𝑦+, and the log-layer, 𝑢+ = 5 + 𝑙𝑛 (𝑦+/0.41) (dotted and dashed

black lines in Fig. 1b).

a) b)

Fig. 1 a) Compressible displacement and momentum thickness as well as incompressible shape factor. b)
Velocity profiles in wall units.

Velocity and temperature profiles for 𝑥 = 1.1, computed from the temporal and spanwise averages of the flow fields,

are plotted in Fig. 2. For comparison, profiles from DNS by Miller et al. [17] and Zhang et al. [16] are included. In this

and all following figures, the dashed orange lines indicate the wall model matching point location. The rms error of the

velocity and temperature profiles relative to the reference DNS [16, 17],

𝐸𝑟𝑚𝑠 (𝑥) =

√√√√√√∑ 1
2
(
𝑦 𝑗 − 𝑦 𝑗−1

) [(
𝑥𝐿𝐸𝑆
𝑗

− 𝑥𝐷𝑁𝑆
𝑗

)2
+
(
𝑥𝐿𝐸𝑆
𝑗−1 − 𝑥𝐷𝑁𝑆

𝑗−1

)2
]

∑ (
𝑦 𝑗 − 𝑦 𝑗−1

) , (14)

was computed from the wall-model interface to the boundary layer edge. In Eq. 14, the subscript “ 𝑗” refers to the grid

nodes, “𝑦” refers to the wall-normal coordinate, and “𝑥” refers to the variable under consideration (𝑢 or 𝑇). Good
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agreement between the WMLES and DNS mean velocity profiles is obtained for all cases (Tab. 3). For 𝑀∞ = 3.5 and

𝑀∞ = 13.64, the mean temperature near the wall is slightly colder compared to the reference DNS.

Table 3 Mean velocity and temperature profiles rms error relative to reference DNS [16, 17].

𝑀∞ 𝐸𝑟𝑚𝑠 (𝑢̄) 𝐸𝑟𝑚𝑠 (𝑇)

3.5 0.0039 0.0875

7.87 0.0056 0.1275

13.64 0.0074 0.3346

In Fig. 2b, the temperature is plotted versus the velocity and compared with a relationship from Walz [46],

𝑇

𝑇∞
=
𝑇𝑤

𝑇∞
+ 𝑢̄

𝑢∞

(
𝑇𝑟 − 𝑇𝑤
𝑇∞

)
+
(
𝑢̄

𝑢∞

)2 (
𝑇∞ − 𝑇𝑟
𝑇∞

)
. (15)

The agreement between the curves obtained from the WMLES and the Walz relationship [46] is good for the supersonic

case, and adequate for 𝑀∞ = 7.87 and 𝑀∞ = 13.64. According to Duan et al. [47] and Zhang et al. [16], as the wall

temperature decreases, the mismatch between the Walz relationship [46] and the simulations increases. The present

results are consistent with the former statement. The largest mismatch between the computed and predicted (Walz)

temperature distribution is obtained for the 𝑀∞ = 13.64 cold wall case.

a) b)

Fig. 2 Mean velocity and temperature profiles plotted against a) normalized wall distance and b) against each
other ( , WMLES; , DNS [16, 17]; , Walz [46]).

The resolved root-mean-square velocity fluctuations in the streamwise, wall-normal, and spanwise directions are

compared in Fig. 3. For the hypersonic cases, the profiles are normalized by the friction velocity to allow for direct

comparison with the published data. The streamwise fluctuation profiles are in good agreement with the reference DNS
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[16–18]. Similarly good agreement of the wall-normal and spanwise fluctuation profiles is observed for Mach 3.5. For

Mach 8 and 14, the wall-normal and spanwise fluctuation profiles are in qualitative agreement with the DNS. In the

LES, the magnitude of the resolved velocity fluctuations depends on the grid resolution and the sub-grid stress model.

Therefore, the resolved rms fluctuations in the WMLES are expected to be lower than the (total) fluctuations in the DNS.

Fig. 3 Profiles of resolved root-mean-square velocity fluctuations ( , WMLES; , DNS [16, 17]).

The root-mean-square fluctuations of the thermodynamic quantities, normalized by the local mean density,

temperature, and pressure, are plotted in Fig. 4. The distributions obtained from the WMLES (solid lines) are in

adequate qualitative agreement with the distributions obtained from the reference DNS [16, 18] (dashed lines). With

increasing Mach number, the overall magnitude of the fluctuations increases and the peaks of the density and temperature

fluctuations shift away from the wall and towards the boundary layer edge. The pressure fluctuations within the

boundary layer are much lower than the density and temperature fluctuations [48] but increase with Mach number.

Direct numerical simulations by Zhang et al. [49] indicated a strong increase of the turbulent pressure fluctuations with

Mach number both near the wall and above the boundary layer.
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a) b)

c)

Fig. 4 Root-mean-square fluctuations of thermodynamic variables for a) 𝑀∞ = 3.5, b) 𝑀∞ = 7.87, and c)
𝑀∞ = 13.64 ( , WMLES; , DNS [16, 18]).

IV. Aero-Optical Characterization
The instantaneous density fields were saved every five timesteps. The OPL was collected over time-intervals of

𝑡𝑂𝑃𝐿 (Tab. 2). A total of 3,000 density fields were saved and the OPL was computed for an aperture with streamwise

and spanwise extent of 𝐴𝑝𝑥 × 𝐴𝑝𝑧 ≈ 6𝛿 × 3𝛿 [15]. Figure 5 shows the normalized OPD, 𝑓 (𝑀∞) from Eqn. 6, plotted

against the ND model relationship [29, 50], as well as previously published numerical (e.g. Miller et al. [17, 18]) and

experimental data (e.g. Gordeyev et al. [29, 50], Lynch et al. [14]). The 𝑓 (𝑀∞) for the different cases are also provided

in tabular form (Tab. 4). The values obtained from the present WMLES are in reasonable agreement with the published

data (1.53% error for 𝑀∞ = 3.5, 1.25% for 𝑀∞ = 7.87, and 12% for 𝑀∞ = 13.64, compared to numerical data). Small

differences in the 𝑂𝑃𝐷𝑟𝑚𝑠 can be attributed to an under-prediction of the temperature near the wall (Fig. 2) which,

through the equation of state, directly influences the density, and thus the OPD. The modeled fluctuations in the LES do

not contribute to the 𝑂𝑃𝐷𝑟𝑚𝑠 , which provides another argument for the lower 𝑂𝑃𝐷𝑟𝑚𝑠 values compared to the DNS.

Although the ND model was not intended to be used for higher Mach numbers, it appears to work well up to
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Mach five. This has been demonstrated earlier, both experimentally and numerically [11, 13, 17]. The numerical and

experimental results for 5 ≤ 𝑀∞ ≤ 8 deviate from the model prediction and plateau around 𝑓 (𝑀∞) ≈ 0.07. This

discrepancy suggests that some of the underlying model assumptions may be violated for hypersonic flows, as previously

discussed by Gordeyev and Juliano [29]. The present results also suggest that the normalized 𝑂𝑃𝐷𝑟𝑚𝑠 drops again for

𝑀∞ > 8.

Fig. 5 Normalized 𝑂𝑃𝐷𝑟𝑚𝑠 . Notre Dame model and experimental data by Gordeyev et al. [29, 50], numerical
data by Miller et al. [18], and experimental data by Lynch et al. [14].

Table 4 Normalized 𝑂𝑃𝐷𝑟𝑚𝑠 .

𝑀∞ 3.5 7.87 13.64
WMLES 0.1126 0.056 0.028

DNS [17, 18] 0.1109 0.056 0.025
Experiments [14] —— 0.058 ——

According to Lynch et al. [14] and Miller et al. [17, 18], other physical mechanisms (e.g. acoustic radiation) that are

intrinsic to hypersonic flows play a role at high Mach numbers. Gordeyev and Juliano [29] surmised that the pressure

fluctuations, which are small for subsonic and supersonic flows, cannot be ignored for hypersonic flows. As seen in Fig.

4, although the pressure fluctuations are much weaker than the density and temperature fluctuations, they increase with

Mach number. Thus, for hypersonic flows, the pressure fluctuations will likely have to be considered. Instantaneous

iso-contours of the density gradient magnitude at 𝑧 = 0.6 (“numerical Schlieren” images) visualize regions of strong

density gradients within the mildly growing boundary layer (Fig. 6). Most noticeable for the Mach 14 case, oblique

structures or shocklets are located above the larger eddies. Such structures have been previously found for high Mach

numbers and are indicative of strong acoustic radiation [49, 51–53].
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a)

b)

c)

Fig. 6 Instantaneous iso-contours of density gradient magnitude for a) 𝑀∞ = 3.5, b) 𝑀∞ = 7.87 and c)
𝑀∞ = 13.64.

Fig. 7 Cumulative contribution to total 𝑂𝑃𝐷𝑟𝑚𝑠 as a function of the wall-normal distance ( , WMLES; ,
DNS [18]).
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With increasing Mach number, the density gradients become stronger and concentrated closer to the boundary layer

edge. By integrating Eqn. 2 from the wall to 𝑦, the cumulative 𝑂𝑃𝐷𝑟𝑚𝑠 contribution was obtained (Fig. 7). In the

figure, the cumulative 𝑂𝑃𝐷𝑟𝑚𝑠 contribution for each case was normalized by their respective total 𝑂𝑃𝐷𝑟𝑚𝑠 . The same

analysis was performed by Wang and Wang [15] and Miller et al. [18]. The distributions by Miller et al. [18] are included

in Fig. 7 (dashed lines). With increasing Mach number, the near-wall contribution to the total 𝑂𝑃𝐷𝑟𝑚𝑠 decreases,

which is consistent with the shift of the density gradients to the boundary layer edge (Fig. 4). For the hypersonic Mach

numbers, the cumulative 𝑂𝑃𝐷𝑟𝑚𝑠 increase is higher near the boundary layer edge.

Fig. 8 Convection velocity normalized by freestream velocity. Experimental data by Gordeyev and Juliano [29]
and Lynch et al. [14], and numerical data from Miller et al. [18].

Table 5 Convection velocity of large-scale structures.

𝑀∞ 3.5 7.87 13.64

WMLES 0.91 0.94 0.95

DNS [18] 0.91 0.94 0.96

Experiments [14] —– 0.87 —–

According to Gordeyev et al. [11, 12, 29] the large-scale structures in the outer portion of the boundary layer have

the strongest effect on the refraction index fluctuations when integrated across the boundary layer. The convection

velocity of the large-scale structures was calculated as [50],

𝑢𝑐

𝑢∞
=

∫
𝑛′𝑟𝑚𝑠 (𝑦)𝑢(𝑦)𝑑𝑦
𝑢∞

∫
𝑛′𝑟𝑚𝑠 (𝑦)𝑑𝑦

. (16)
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Figure 8 compares the convection velocities computed inside the aperture with previously published experimental

results by Gordeyev and Juliano [29] and Lynch et al. [14], and unpublished numerical results taken from the four DNS

datasets reported in Miller et al. [18]. The convection velocities obtained from the present WMLES are summarized

in Tab. 5. Results are in good agreement with the reference DNS data. Measurements by Lynch et al. [14] suggest

a convection velocity of approximately 0.87 (of the freestream velocity) at 𝑀∞ = 7.87. For 𝑀∞ < 6, the convection

velocity increases monotonically with the Mach number. The present results follow this trend.

A. Reynolds Analogies

The ND model makes use of the Strong Reynolds analogy (SRA) [54] which assumes a direct relationship between

the heat transfer and momentum exchange. The rms temperature fluctuations (obtained directly from the simulations)

along with the predictions obtained from the adiabatic SRA and the non-adiabatic Extended SRA [21] are plotted in

Figs. 9a-c.

a) b)

c) d)

Fig. 9 Aperture-averaged temperature fluctuations and SRAs for a) 𝑀∞ = 3.5, b) 𝑀∞ = 7.87, c) 𝑀∞ = 13.64,
and d) correlations of velocity-temperature fluctuations.

The SRA relationship is independent of the wall temperature (only works for adiabatic wall conditions) and

16



over-predicts the temperature fluctuations for the cooled-wall cases. The ESRA is a function of the wall temperature and

displays the correct trend for the hypersonic Mach numbers (reduction of temperature fluctuations with wall cooling).

However, the temperature fluctuations are still over-predicted.

The SRA assumes a perfect anti-correlation between the velocity and temperature fluctuations (i.e. 𝑅𝑢′𝑇′ = −1).

Fluctuations of 𝑇 ′ resulting from state variables other than 𝑢′ are neglected [17]. Normalized correlations of the

streamwise velocity and temperature fluctuations were computed from the WMLES data and are presented in Fig. 9d.

Anything to the left of the dashed line (matching point) in Fig. 9d comes from the wall-model so it is assumed to be

poorly resolved. Independent of the Mach number, the correlation is approximately 𝑅𝑢′𝑇′ = −0.6 throughout most of the

boundary layer and is trending towards zero at the boundary layer edge. Near the wall, the correlation increases from

𝑅𝑢′𝑇′ ≈ −0.6 to −0.8. Guarini et al. [55], Duan et al. [47], and Maeder et al. [56], also observed a near-wall peak of

𝑅𝑢′𝑇′ ≈ −0.8. At the wall, for the cooled wall cases, the correlation is positive as also shown by Duan et al. [47].

A suggested fix to the ESRA is to account for the dependence of 𝑇 ′
𝑟𝑚𝑠 on state variables other than 𝑢′ [17, 18].

Towards that end, the ESRA profiles for the hypersonic cases were multiplied by the negative of the corresponding 𝑅𝑢′𝑇′

profiles (Fig. 9b&c). With this modification, the agreement of the ESRA predictions with the temperature fluctuations

obtained directly from the WMLES is improved.

B. Density Correlation Length

In Fig. 10a, two-point density correlations are plotted for five different wall-normal locations inside the 𝑀∞ = 7.87

boundary layer. The distributions peak at the reference location and drop off towards the wall and the boundary layer

edge, consistent with previously published data [9, 15].

a) b)

Fig. 10 a) Density correlations for five wall-normal locations (𝑀∞ = 7.87). b) Density correlation length for
𝑀∞ = 3.5, 𝑀∞ = 7.87, and 𝑀∞ = 13.64 ( , WMLES; , DNS [18]).

For the ND model it is further assumed that the wall-normal density correlation length (Eqn. 8) does not depend

on the Mach number. Gordeyev and Juliano [29] speculate that this assumption may not hold at high Mach numbers.
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Distributions of the correlation length, Λ𝜌 (𝑦), for each case are visualized in Fig. 10b. Adequate qualitative agreement

with reference DNS data by Miller et al. [18] is observed for all cases. As the Mach number increases, the peak of the

correlation length moves towards the boundary layer edge. For the adiabatic 𝑀∞ = 3.5 case, the correlation length

increases outside the boundary layer towards the freestream. This behavior is however not significant for the optical

distortions as the freestream density fluctuations are small outside the boundary layer for this case (Fig. 4).

C. Directional Dependence of Optical Distortions

Figure 11 provides two-point spatial density correlations inside the aperture for different wall-normal locations, 𝑦.

For each case, 500 density snapshots spaced 0.01 time units apart were considered. In the figure, Δ𝑥 and Δ𝑦 are the

streamwise and wall-normal distance, respectively, from the point where the beam intersects with the selected 𝑦-plane.

The horizontal dashed lines represent the boundary layer edge compared to the 𝑦-plane. With increasing distance

from the wall, the enlargement of the correlation contours near the boundary layer edge where structures are largest is

noticeable (i.e., less concentric contour lines, tilting of contours).

𝑀∞ = 3.5 𝑀∞ = 7.87 𝑀∞ = 13.64

a)

b)

c)

Fig. 11 Two-point correlations of density fluctuations as a function of Δ𝑥 and Δ𝑦 measured from the streamwise
location of the beam center and a) y/𝛿=1/3, b) y/𝛿=2/3, and c) y/𝛿=1.

For the 𝑀∞ = 3.5 case, based on the 0.2 contour lines, the density correlation in the streamwise direction increases
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from about 0.68𝛿 (𝑦/𝛿 = 1/3) to 0.70𝛿 (𝑦/𝛿 = 1). In the wall-normal direction, it elongates from about 0.54𝛿

(𝑦/𝛿 = 1/3) to 0.75𝛿 (𝑦/𝛿 = 1).

For 𝑀∞ = 7.87, the correlation length inside the boundary layer increases from about 0.66𝛿 to 0.81𝛿 in the

streamwise direction, and from 0.52𝛿 to 0.85𝛿 in the wall-normal direction. For 𝑀∞ = 13.64, the correlation length

inside the boundary layer increases in the streamwise direction from about 0.55𝛿 to 1.10𝛿, and elongates from about

0.54𝛿 to 0.96𝛿 in the wall-normal direction.

As the Mach number is increased, the density fluctuations correlate more strongly near the boundary layer edge, in

accordance with the previously discussed iso-contours of the density gradient magnitude (Fig. 6). In addition, away

from the wall and inside the boundary layer, the tilting of the contours relative to the flow direction increases, consistent

with previously published data [9]. For 𝑦/𝛿 = 1, the correlation above the boundary layer edge is inclined towards the

downstream direction for the hypersonic cases.

The directionality of the OPD is best explained based on the linking equation (Eqn. 8), which depends directly on the

correlation length and beam propagation distance. The correlation length is longer along an optical path tilted toward

the downstream direction than toward the upstream direction [15]. For the former, the beam is more aligned with the

oblique vortical flow structures while for the latter the beam "traverses" the flow structures. The directional dependence

of the wavefront distortions is investigated by changing the inclination angle of the light beam. The inclination angle, 𝛽,

is defined as the angle between the optical path and the freestream. For 𝛽 < 90deg, the beam is tilted in the upstream

direction, and for 𝛽 > 90deg it is tilted in the downstream direction. In the preceding paragraphs, the 𝑂𝑃𝐷𝑟𝑚𝑠 values

were computed for a light beam that is normal to the wall (𝛽 = 90deg).

a) b)

c)

Fig. 12 Dependence of density correlation length on inclination angle for three y-locations and a) 𝑀∞ = 3.5, b)
𝑀∞ = 7.87, and c) 𝑀∞ = 13.64.
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The dependence of the correlation length on the inclination angle, 𝛽, is shown in Fig. 12. The curves were obtained

by second-order-accurate trapezoidal rule integration along radial lines of length 𝛿 originating from (Δ𝑥,Δ𝑦) = (0, 0).

The correlation length is larger for optical paths tilted toward the downstream direction. For all cases, the longest

correlation lengths are obtained for inclination angles between 120deg< 𝛽 <150deg [10], consistent with the orientation

of the hairpin vortices [15, 57]. Thus, larger aero-optical aberrations will be expected for downstream-tilted beams. For

𝑀∞ = 3.5, the density correlation lengths are generally shorter inside the boundary layer compared to the hypersonic

cases. With increasing Mach number, the correlation length inside the boundary layer increases as the boundary layer

edge is approached. The green and blue lines closely match for the higher Mach number case at every 𝛽, meaning that

there is a strong density correlation clustered near the boundary layer edge.

D. Aperture Dependence of Beam Jitter

Jitter refers to the unsteady pointing of a beam which widens the time-averaged spot size on a target in the far-field.

Both aero-optical aberrations as well as mechanical vibration can contribute to beam jitter [40]. The aero-optical jitter is

caused by density fluctuations over the aperture, while the mechanical jitter is directly related to mechanical vibrations. In

typical experiments, it is not practically feasible to separate the aero-optical component from the mechanical component

of the beam jitter. Thus, simulations are often the only alternative to isolate the aero-optical component.

a) b)

Fig. 13 a) Streamwise tilt as a function of time for 𝑀∞ = 3.5 (top), 𝑀∞ = 7.87 (middle), and 𝑀∞ = 13.64
(bottom) and two different streamwise aperture sizes. b) Root-mean-square tilt as a function of aperture size.

In Fig. 13a, the streamwise tilt, 𝑚𝑥 , (or x-tilt) is plotted versus time for two different streamwise apertures, 𝐴𝑝𝑥 .

For all Mach numbers, the unsteady tilt decreases strongly when the streamwise aperture is increased from one to six

boundary layer thicknesses. Similar findings were made by Wang and Wang [15] based on wall-resolved LES. It can

also be observed that the magnitude of the unsteady tilt decreases significantly with increasing Mach number.
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The integral or global jitter (over a rectangular or round aperture) in the streamwise direction can be defined as [40],

𝜃𝐺 (𝑡; 𝐴𝑝) =

∫
𝐴𝑝
𝑥 · 𝑂𝑃𝐷 (𝑥, 𝑧, 𝑡)𝑑𝑥𝑑𝑧∫

𝐴𝑝
𝑥2𝑑𝑥𝑑𝑧

. (17)

Lynch et al. [14] scale the global jitter with the Gladstone-Dale constant, freestream density and Mach number,

skin-friction coefficient, and normalized 𝑂𝑃𝐷𝑟𝑚𝑠 (Eq. 6). The global jitter was computed for all cases for a spanwise

aperture size of 𝐴𝑝𝑧 = 3𝛿 (Fig. 13b). Experimental data by Lynch et al. [14] is also included. The profile was computed

using the value of 𝑓 (𝑀∞) obtained from experiments, while the dashed-line with squares from Gordeyev et al. [29] was

computed using the stitching method [40]. The WMLES results are in close agreement with the experimental data

profile. With increasing streamwise aperture, the beam jitter decreases sharply. In addition, the WMLES results indicate

a slight increment in amplitude as the Mach number is increased. For streamwise apertures greater than 4𝛿, the jitter for

𝑀∞ = 13.64 exceeds the jitter for 𝑀∞ = 3.5.

E. Proper Orthogonal Decomposition

The different data sets for a streamwise extent representative of the aperture were analyzed with POD. A total of 500

snapshots of the flow field equally distributed over a time interval of Δ𝑡 = 5 were considered. The POD eigenvalues, 𝜆𝑖 ,

for the different kernels are provided in Fig. 14a. Similar eigenvalue spectra were obtained for the kernels based on total

energy and total enthalpy. The insert in Fig. 14a shows the eigenvalue spectra for the density-based kernel. In Fig. 14b,

the sum of the leading “𝑖𝑢𝑛𝑠𝑡𝑒𝑎𝑑𝑦” eigenvalues divided by the sum over all eigenvalues,

∑𝑖=𝑖𝑢𝑛𝑠𝑡𝑒𝑎𝑑𝑦

𝑖=1 𝜆𝑖∑𝑖=𝑖𝑚𝑎𝑥

𝑖=1 𝜆𝑖
, (18)

is plotted for the different kernels. For the density-based kernel, the eigenvalues add up more slowly. The percentage

of the total unsteady energy (i.e. excluding mode 0, which is the time average) that is captured by the density-based

kernel is provided in Tab. 6. For all cases, the leading 100 modes capture ≈ 90% of the total density fluctuations. This

means that reconstructions based on these modes would recover almost all spatio-temporal density-features of the flow.

Because the interest is in the optical distortions, the density-based kernel was selected for the following analysis.
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Table 6 Density-based kernel cumulative eigenvalue magnitude (%) from leading 200 unstable-energy modes

.

𝑀∞ \ Modes 25 50 100 150 200

3.5 39.75 62.16 85.72 95.31 98.98

7.87 48.49 68.83 88.67 96.52 99.33

13.64 53.16 73.05 90.58 97.00 99.40

a) b)

Fig. 14 a) Proper orthogonal decomposition eigenvalues (Kernel based on: , Total Energy; , Total
Enthalpy; , , Density), and b) cumulative energy content of unsteady modes.

Modes 1 and 2 (first pair) represent the most dominant density fluctuations in the flow field (Fig. 14a). Pairs of

POD modes with similar shapes that are shifted in the advection direction by a quarter wave length capture traveling

waves [44]. Visualizations of the leading unsteady POD modes for the different Mach numbers are provided in Fig. 15

(only one mode from each pair is shown). Instantaneous density iso-surfaces flooded by the density value are shown

on the left. The iso-surface values are noted in the bottom-right corner of the different figures. The modes capture

large-scale density structures with spatial and temporal coherence. For the 𝑀∞ = 3.5 case, the structures are organized

in a “checker board” suggesting oblique waves. For the Mach 8 case, the structures appear more two-dimensional.

Longitudinal structures are observed for the Mach 14 case.

Instantaneous density iso-contours in a 𝑧-plane are shown on the right of Fig. 15. The spanwise location of the

plane was selected to most clearly visualize the mode shapes (z=0.0 for 𝑀∞ = 3.5, z=0.045 for 𝑀∞ = 7.87, and z=0.09

for 𝑀∞ = 13.64). The black dashed-line represents the boundary layer edge. For the 𝑀∞ = 7.87 and 13.64 cases, the

leading POD modes are located directly underneath the boundary layer edge in agreement with the Schlieren images.

This behavior is consistent with the previous discussion on density correlations (ref. Fig. 11a-c) and the previously

published data by Miller et al. [18]. For the 𝑀∞ = 13.64 case, the dominant structures are longitudinal and noticeably
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extended in the streamwise direction.

a)

b)

c)

Fig. 15 Leading unsteady POD mode (mode 1) from the density-based kernel. Instantaneous density iso-surfaces
flooded by density magnitude (left), and density iso-contours at a selected z-plane (right) for a) 𝑀∞ = 3.5, b)
𝑀∞ = 7.87, and c) 𝑀∞ = 13.64.

V. Conclusions
Wall-modeled large-eddy simulations of compressible turbulent flat plate boundary layers were carried out for Mach

numbers of 𝑀∞ =3.5, 7.87 and 13.64. The freestream conditions and wall-temperature ratio were matched to those of

earlier direct numerical simulations (DNS) [17, 31] and experiments in the Hypersonic Wind Tunnel at Sandia National

Laboratories and in Tunnel 9 at the Arnold Engineering Development Complex. For all cases, good agreement of

the velocity profiles with reference DNS data [16, 17] was obtained. In addition, good qualitative agreement of the

root-mean-square (rms) fluctuations of the velocity components and thermodynamic variables with the reference DNS

data [16, 17] was observed. The present simulations indicate that the pressure fluctuations within the boundary layer are
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weak but not truly negligible at high Mach numbers.

The 𝑂𝑃𝐷𝑟𝑚𝑠 obtained from the WMLES are in good agreement with published experimental and DNS data

[11, 13, 14, 17, 18, 29, 50]. In agreement with earlier experiments and simulations [11, 13, 17], the normalized

𝑂𝑃𝐷𝑟𝑚𝑠 for the higher Mach numbers (7.87 and 13.64) is slightly larger than predictions made with a model by Notre

Dame university researchers [29, 50]. The model was not intended for high Mach numbers as some of the underlying

assumptions may not hold [17, 18]. Nevertheless, it provides a reasonable estimate of the aero-optical distortions.

The convection velocity monotonically increases with the Mach number, from 0.90𝑢∞ at 𝑀∞ = 3.5 to 0.95𝑢∞ at

𝑀∞ = 13.64, in agreement with previously published experimental data [14, 29]. As the Mach number is increased, the

density fluctuations in the outer part of the boundary layer become stronger, resulting in higher observed aero-optical

convective speeds.

The strong Reynolds analogy (SRA) suggests that the streamwise velocity and temperature fluctuations are perfectly

anti-correlated [54]. Independent of the Mach number, the correlation is approximately 𝑅𝑢′𝑇′ = −0.6 throughout most

of the boundary layer and trending towards zero at the boundary layer edge. A ESRA correction for highly cooled walls

was validated. By multiplying the ESRA profiles by the negative of their respective 𝑅𝑢′𝑇′ profiles, the dependence on

state variables other than 𝑢′ is accounted for. Additional extensions for high Mach number flight in the atmosphere will

likely also be required as dissociation will lead to strong density fluctuations.

The bulk contribution to the total 𝑂𝑃𝐷𝑟𝑚𝑠 shifts towards the boundary layer edge as the Mach number is increased.

The correlation length increases towards the boundary layer edge, while it decreases in the outer region. The effect of

the relative inclination angle of the light beam with respect to the boundary layer on the density correlation length was

investigated. Away from the wall, but inside the boundary layer, the correlation length is largest when the optical beam

is tilted in the downstream direction [10, 15]. Furthermore, the effect of the streamwise aperture on the aero-optical

component of the beam jitter was investigated. For all Mach numbers, the aero-optical jitter decreases significantly

with aperture size for 𝐴𝑝𝑥 < 4𝛿. In addition, a scaling relation for the aero-optical jitter was verified. The global jitter

increases in amplitude for aperture sizes over 4𝛿.

Finally, for the chosen sampling interval, by using the proper orthogonal decomposition (POD) it was found that

the leading 100 POD modes capture 90% of the density fluctuations for all Mach numbers. For the hypersonic Mach

numbers, the leading POD modes represent density fluctuations directly underneath the boundary layer edge. For Mach

8, the leading mode captures density fluctuations with spanwise coherence while for Mach 14, the leading mode captures

density fluctuations with streamwise coherence. Investigating how the coherent structures contribute to the OPD may

pave the way towards understanding the directional dependence of the density correlations and ultimately devising

active flow control strategies geared towards a reduction of the OPD.

Overall, the present results also demonstrate that WMLES is a viable and computationally affordable alternative

to DNS for computing the aero-optical distortion caused by high-speed compressible turbulent boundary layers. By
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evaluating the suitability of key underlying model relationships for high Mach number flows, such as the SRA and

density correlation length, the present work makes a contribution to the extension of aero-optical models for hypersonic

flows.
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