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Experimental studies of the changes in turbulence characteristics inside a boundary layer due to external forcing

were performed using hot-wire anemometry. The forcing was created by a periodically forced shear layer that was

external to a compressible subsonic turbulent boundary layer. The convecting coherent structures in the shear layer

create a concomitant unsteady pressure and velocity field and provide an external disturbance for the turbulent

boundary layer on the wall of the tunnel close to the forced shear layer. Both the pressure and velocity fluctuations

inside the boundary layer were simultaneously measured along with the forcing signal, and a phase-locked analysis

was performed.Regions of amplified turbulence inside the boundary layerwere observed.Near thewall, the region of

amplified turbulence was slightly upstream or lagging of the external forcing and away from the wall it was

downstream or leading the forcing signal. Analysis of the convective speeds in the region of amplified turbulence

supported the existence of the critical layer inside the wake region of the boundary layer, and the critical layer is

believed to be responsible for the amplified levels of the turbulence in the wake region. Various modulation and

amplification correlation coefficients were computed and analyzed, and the results also indicated the presence of the

critical layer. Examination of the phase-locked turbulence revealed similarities between the turbulence amplitude

amplification results due to these externally forced experiments and modulation response of an internally forced,

subsonic boundary layer in the literature.

Nomenclature

A, B = King’s law coefficients
a = speed of sound
C = constant in log-law equation
fforce = forcing frequency
fs = sampling frequency
E = voltage
H = shape factor, δ�∕θ
l = hot-wire length
M = Mach number
m = exponent in King’s law

N, n = integer numbers
PS = static pressure
p = pressure
R = correlation coefficient
Ratio = shear layer velocity ratio
Rex∕δ∕θ = Reynolds number, based on U0 and x∕δ∕θ
Reτ = Reynolds number, based on uτ and δ
T0 = total temperature
t = time
U, u = streamwise speed
uτ = skin-friction velocity
x, y = spatial coordinates
δ = boundary-layer thickness
δ� = displacement boundary-layer thickness
ϕ = phase
λx = streamwise wavelength
k = von Karman constant (taken to be 0.384)
v = kinematic viscosity
ω = angular frequency
ρ = density
θ = momentum boundary-layer thickness
Ψ, Φ = modulation correlation coefficients
hi = phase and ensemble averaged

Superscripts

∼ = phase-locked averaged
− = time-averaged
0 = mean-removed fluctuations
� = inner units

Subscripts

C = convective
L = large-scale
rms = root-mean-square
S = small-scale
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0 = high-speed
1 = low-speed

I. Introduction

T HE phenomenon of turbulence modulation within a turbulent
boundary layer due to a nonlinear interaction between different

structures in the boundary layer has been studied since the late 1960s
[1,2]. In 1984, Bandyopadhyay and Hussain [3] used a method,
introduced in [2,4] to decompose the time series of the fluctuating
velocity signal into its large-scale and small-scale components using
a Butterworth digital filter. A correlation coefficient was then used to
correlate the low-frequency (large-scales) component of the
fluctuating velocity signal with the envelope of the high-frequency
(small-scales) component. Their experiments revealed a relationship
between the large- and small-scales in a phenomenon they termed
“inner-outer interaction.” Their experiments revealed a positive
correlation close to the wall, intermediate correlation in the log
region, and a negative correlation (phase reversal) in the wake region
and farther away from the wall. Hutchins and Marusic [5] expanded
on this idea and applied it to flows of high Reynolds numbers. By
plotting the energy spectra of the unfiltered signal, they saw two clear
peaks. One peak was in the inner portion of the boundary layer,
corresponding to a structure size of 1000 inner units in the streamwise
direction. The “inner” peak was the energetic signature of the
viscous-scaled near-wall structures commonly found throughout
the literature. The second peak was in the outer boundary layer, with
the structure size of several boundary-layer thicknesses. They also
applied a spectral filter at a wavelength equal to the boundary-layer
thickness to separate the large- and small-scales in similar fashion as
in [3] and noticed that the large-scale fluctuating velocity signal
seemed to modulate the small-scale signal, as near the wall negative
large-scale velocity excursions correspond to reduced amplitude of
the small-scale fluctuations. Farther away from the wall than the
location of the outer peak, the trend reversed and the negative large-
scale velocity excursion corresponded to increased small-scale
activity. They stated that the “low-wave number motions (associated
with the log-region structure) influence the near-wall u-fluctuations
in a manner akin to pure amplitude modulation,” introducing the idea
that the envelope of the large-scales “carried” the small-scales, such
that even upon removal of the large-scale component, themodulation
was still visible in the small-scales.
Mathis et al. [6] built upon the previous findings in [3] and used the

Hilbert transformation to formally quantify themodulation of smaller
scales by larger scales. The Hilbert transformation was used to obtain
the envelope of fluctuating velocity signals. The envelope of the
small-scale component was further filtered at the same cutoff criteria
as in [5] to remove the effect of small-scale variation in the carrier
signal due to factors other than the large-scale signal, leaving only the
component of the small-scale envelope influenced by the large-
scales. The algorithm used in [6] is fundamentally similar to [3], but
instead correlates the large-scale component with the low-pass-
filtered envelope of the small-scale component. Using two hotwires
to obtain the two fluctuating signals at the inner and the outer
locations, the authors in [6] calculated the correlation coefficient
between the filtered envelope of the small-scale at the inner location
and the large-scale component at the outer location and found that a
strong positive correlation existed between the large- and small-
scales near thewall, a region of zero correlation coefficient existed in
the log layer, and a strong negative correlation existed in the outer
boundary layer. All of it gave quantifiable evidence of the perceived
notion of large-scale motions in the outer boundary layer leaving a
footprint on and modulating the small-scale motions near the wall.
Mathis et al. [7] used the same definition of the correlation coefficient
to show that apart from some slight deviations in the outer region, the
magnitude and shape of the correlation coefficient is very similar for
flows in pipes and channels, and compares extremely well with [6].
Using these results, a semi-empirical statistically representative
inner-outer model was developed in [8], which was demonstrated to
correctly predict velocity spectra and different moments over a large
range of Reynolds numbers. Finally, it is worth noting that

Townsend’s attached-eddy hypothesis [9] laid the groundwork for
linking the statistical and structural views of turbulence by finding
why statistical arguments concerning thevelocity profile and velocity
fluctuations make physical sense.
To explain the experimentally observed modulation effect of the

large-scale structures on near-wall turbulence, a quasi-steady
theoretical model was developed in [10,11], where it was assumed
that the near-wall turbulence responds to large-scale motion in a
quasi-steady fashion; that is, the slowly varying skin friction depends
only on the low-pass filtered friction velocity. Using the Reynolds-
number-independent representation of the skin friction and the
velocity, scaled in wall units, the model was able to correctly predict
both the modulation and the superposition effects, observed
experimentally in [6] and to justify the empirical correlation between
near-wall fluctuations and the large-scale structures, used to develop
the predictive model for the inner-outer scale interaction [8].
It is also now generally accepted that very large-scale motion

(VLSM) structures, defined as structures with streamwise extent of
several boundary-layer thicknesses [12], are responsible for
modulating the small-scales near the wall. It is believed that single
hairpin vortices align within the areas of low streamwise momentum
created between the legs of the superstructure, and thus the small-
scale, high-frequency velocity signal naturally is “carried”within the
footprint of the large-scale, low-frequency velocity signal. Hutchins
and Marusic [5] had noted that the “outer” peak location in their
streamwise energy spectra scaled with boundary-layer thickness and
was most likely the energetic signature of the VLSMs. Jacobi and
McKeon [13] used a cospectral technique to show that awavenumber
matching the VLSM was responsible for the strongest modulating
influence of the large-scale signal.
Related to the inner-outer scale interaction, there is a large body of

work on boundary-layer flows interacting with free stream
disturbances, in which phase organization has also been observed
and studied. Earlier studies investigating the boundary-layer
response to sinusoidal free stream fluctuations, either stationary [14]
or traveling ones [15], have found that the nonlinear effects
introduced by the fluctuations were small and the statistics of the
velocity field were largely unchanged even for large fluctuation
amplitudes; in other words, the near-wall structure was in-phasewith
the unsteady freestream flow. In similar later studies [16,17], it was
also observed that the boundary layer responds to sinusoidal
freestream unsteadiness in a quasi-steady fashion, as the phase-
averaged flow was very similar to the steady-state flow even for
relatively large frequencies; it was concluded that the turbulence
production was only from the modulation of the motion. In [18] a
turbulent Stokes number, ωD∕uτ, where uτ is the skin friction
velocity, was introduced for unsteady turbulent pipe flows. It was
found that for low frequencies, ωD∕uτ < 1, the turbulent structure
still responds in a quasi-steady matter. For higher turbulent Stokes
numbers, the boundary-layer structure will deviate from equilibrium
due to an increased interaction between the structure and the imposed
unsteadiness. Another parameter to study the unsteady boundary-
layer response is the reduced frequency in the inner units, ω� �
ων∕u2τ [19]. Ifω� < 4 ⋅ 10−3, the near-wall regionwas found to be in
phase with the unsteady freestream flow. For higher frequencies
ω� > 2 ⋅ 10−2, the changes in the turbulent structure are restricted to
the near-wall region of y� < 20, whereas away from the wall the
structure still behaves as a quasi-steady one.
Most of the above-mentioned studies were primarily focused on

the boundary-layer response to the stationary (nontraveling)
unsteadiness. Only few studies, such as [15], had focused on the
effect of the traveling disturbances on the boundary layer. McKeon
and co-authors [20–24] have developed a resolvent analysis for
turbulent flows, based on the linear amplification mechanisms
associated with the linear component of Navier-Stokes equations.
The idea governing the resolvent analysis is that the wall-bounded
fluid flow can be represented as a summation of finite-amplitude
traveling wave fluctuations over the desired range of spatial
wavenumbers and frequencies about the mean velocity profile. The
traveling waves are free to interact and follow rules of the well-
documented triadic scale interactions between spatial wavenumbers;
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this forcing acts as the input to the linear resolvent operator. The
reader is referred to, for example, [21] for full details of the analysis.

The resolvent model is built to include any number of wavenumber-
frequency combinations. The ability to predict turbulent fluctuations

in this manner naturally leads to the question of which wavenumber-
frequency combinations are important to characterize the turbulent
boundary-layer flow. Linear combinations of velocity response

modes can be used to reproduce statistical and structural features of
wall turbulence [22], and thus the structural phenomena become
“encoded” into the flow. The analysis has highlighted the importance

of the critical layer, where the local mean velocity is equal to the
convection velocity of a given wave, to the localization of the

response modes and therefore also the turbulent fluctuations.
With the ability to introduce different wavenumber-frequency

combinations using the input forcing, it opens the possibility of
including any specific internal or external forcing into the flow. With
this synthetic external forcing, equations in resolvent analysis would

include both the endogenous nonlinearities of the original problem as
well as the exogenous applied forcing, and the added energy is

manifested as a redistribution of scales consistent with triadic
interactions and still extracting energy from themeanvelocity profile.
Based on this idea, the concept of dynamic roughness excitation of a

synthetic large-scale was first introduced in Jacobi andMcKeon [23]
and expandeduponbyDuvvuri andMcKeon [25],who introduced an
artificial large-scale disturbance into the flow upstream of the

measurement plane to study its interactionwith the small-scales in the
boundary layer. The synthetic spanwise spatio-temporal mode was
created using a spatially impulsive oscillating rib, which was long

enough to consider the spanwisewavenumber to be zero. The rib had
a height of 0.76 mm, or about 5% of the boundary-layer thickness,

with a root-mean-square (RMS) amplitude of 0.54 mm due to the
oscillation. The frequency of oscillationwas chosen to be 50Hz,with
the intention that the combination of the amplitude and frequency

would create large-scale structures with a streamwise wavelength
representativeVLSMs found in turbulence. The authors took hotwire
data at three streamwise locations and chose to present the data at the

first streamwise location, which corresponds to x∕δ � 2.7, since the
large-scale disturbance was introduced internally upstream of the

testing plane and its effect decayed in the streamwise direction. The
spectrogram of the premultiplied energy spectra of the velocity
fluctuations was computed, and the cutoff filter was chosen so as to

exclude the effect of any harmonicmultiples of the forcing frequency.
An analysis similar toMathis et al. [6] was performed to split the time
series into its small- and large-scale components, and the same

correlations, observed in the unforced turbulent boundary layers,
were also observed while studying the effect of introducing an

artificial large-scale.
While studying a compressible subsonic shear layer in a wind

tunnel using optical methods, Duffin [26] found optical evidence that
turbulence in the high-speed boundary layer present on the upperwall
of the shear-layer facility appeared as “enhanced bursts associated

with the passage of coherent shear-layer structures.” Because the
main objective of this studywas the large-scale structures in the shear
layer, the details of the turbulence “bursts” in the boundary layerwere

left largely unexplored andmotivated thework reported in this paper.
To better understand this “bursting” phenomenon, the

compressible turbulent boundary layer forming on the upper wall
of the shear layer wind tunnel facility was studied in a separate

experimental investigation and the results are presented here. Similar
to [26], the shear layer formed by the mixing of two parallel streams
was mechanically forced to create deterministic large-scale vortical

structures in the shear layer. The large coherent structures in the shear
layer produced a concomitant unsteady pressure field, which in turn

produced a variation of the effective external freestream velocity
experienced by the boundary layer influencing both the large- and
small-scale structures in the boundary layer. This paper examines the

response of the boundary-layer structures to the external traveling
shear-layer structures using hot wire anemometry. This work
continues to study the relationship between the artificial large-scale

disturbances created by the unsteady pressure field concomitant with

the coherent shear-layer structures produced outside of the boundary
layer and small-scales inside the turbulent boundary layer.
Before we continue, it is worth noticing that the present work is

related, although not directly, to the effects of the large-amplitude
freestream turbulence on the boundary layer, which can be treated as
broad-band external traveling waves. In [27] this effect was
extensively studied, and it was shown that a large, order of 10%,
freestream turbulence increases the velocity fluctuations throughout
the boundary-layer region, and results in a largermodulating effect on
the near-wall structures.
In Sec. II, the experimental setup is outlined. Although similar to

the artificial disturbance in [25] created by an oscillating wall surface
roughness element, the shear layer in this experiment creates a
forcing external to the boundary layer instead of internal to the
boundary layer. The results shown in Sec. III indicate a relationship
between the artificial large-scale and the small-scales, possibly
suggesting the universality of the amplitude modulation effect for
different types of forcing, between forced and unforced flows, and
even with varying Mach number. Conclusions are given in Sec. IV.

II. Experimental Setup

The compressible free shear layer facility (CSLF) located in the
Hessert Laboratory for Aerospace Research at the University of
Notre Dame was used to conduct the experiments. The complete
description of the facility is given in [28], and so only essential details
are provided here. The facility is an in-draft facility, and the air is
drawn from within the room. Thus, the room total pressure and total
temperature define the flow conditions at the inlet. The wind tunnel
consists of two inlets, one for the high-speed flow andone for the low-
speed flow. The high-speed square inlet has a 48.5-to-1 area
contraction nozzle that reduces the area from 4227 to 87.1 cm2,
whereas the low-speed rectangular inlet features a slight expansion
from 157.26 to 275.8 cm2. The two flows are separated by a splitter
plate located 76.2 mm from the upper wall. The wall width is
101.6 mm, and the test section height is linearly reduced in the
streamwise direction to compensate for the total pressure losses due
to the shear/boundary layers and to guarantee zero mean pressure
gradient along the test section. The static pressure of the flows is
matched at the splitter plate through the use of densely packed straws
arranged streamwise in the expanding low-speed inlet region. The
CSLF is pictured in Fig. 1a, and the schematic of experiment setup
with a definition of the coordinate system is shown in Fig. 1b. Note
that the vertical coordinate, y, will be defined as a function of the
distance from the upper wall, pointing downward. All of the
experiments in this paper were performed using a Mach 0.6∕0.07
shear layer to ensure the reliability of hot-wire measurements for
these Mach numbers.
The mixed flow goes through a throat, and the mass flow rate

through thewind tunnel can be adjusted by adjusting the height of the
sonic throat. The flow finally exits through a diffuser section,which is
connected to one of three openings that lead to a vacuum manifold.
The vacuum is produced using two Dekker Magna-Flo vacuum
pumps, which can be operated individually or together. To eliminate
pressure disturbances from the vacuum pumps, the airflow is choked
at the throat so that the disturbances cannot propagate upstream of the
throat.
The streamwise location to conduct hot-wire and unsteady

pressure experiments was chosen to be the same as in the optical
experiments in [26], at x � 0.43 m. Also, similar to the approach in
[26], the trailing edge voice coils at the splitter plate were
mechanically actuated using a function generator, to create a
deterministic synthetic large-scale disturbance in the boundary-layer
flow and study its effect on the organization of small-scale
turbulence. The paired vortex structures in the regularized shear layer
cause unsteady pressure fluctuations, which concomitantly led to
deterministic large-scale velocity fluctuations. The addition of the
subharmonic guaranteed the vortex pairing mechanism that sustains
the shear layer as per Oster and Wygnanski [29]. Rennie et al. [30]
demonstrated the ability to robustly force this specific shear layer at
high speeds using the two-frequency approach, and more details
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about the forcing can be found in their paper. For the presented

experiment, the shear layer was forced using voice-coil actuators on

the splitter plate at a frequency of fforce � 675 Hz. A subharmonic at

half of the forcing frequency and one-tenth amplitude was added to

the forcing signal to control the vortex pairing mechanism, which

serves to regularize the shear layer. The voice coil actuators and the

forcing signal are shown in Fig. 2. Main shear layer parameters are

provided in Table 1.

Because the focus of this workwas to study the turbulent boundary

layer, the velocity results are presented either in the outer units, using

the high-speed free-stream velocity, U0, and the boundary-layer

thickness, δ, or in the inner units, using the skin friction velocity, uτ.
These quantities, as well as other boundary-layer parameters, are

presented in Table 2.

A Dantec single-wire miniature boundary-layer hot-wire probe

(type 55P15) was used to acquire time series of velocity throughout

the boundary layer at the chosen streamwise location. The sensor had

a wire of 5 μm diameter, 1.25 mm length (l� � 416), and an

approximate resistance of 3.5 ohms, and was made out of platinum-

coated tungsten. With a large l� value there is a likelihood of

significant spatial attenuation of the smallest scales [31], but because

it was difficult to obtain measurements very close to the wall due to

the relatively thin turbulent boundary layer, all of the results represent

points in the outer boundary layer and higher where attenuation due

to the wire length is likely to be minimized; however, the smaller

scales will continue to be attenuated to some degree. The wire was

operated by an AA Systems anemometer using an overheat ratio of

1.7. Because of the compressible nature of air in the high-speed

region, a modified King’s Law approach, E2 � A� B�ρU�m, that
accounted for flow densities was used to acquire a time series of

velocities from a time series of voltages. During calibration, the hot

wire was placed in the freestream, the freestream Mach number was

varied between 0 and 0.6, and the resulting voltages were recorded.

The Mach numbers were converted to the corresponding mass flux,

ρU, using the isentropic assumption, and the calibration constants A,
B, and m were calculated. As the total temperature is approximately

constant in the freestream and inside the boundary layer, this

approach will introduce only small errors in Mach/velocity

measurements in thisMach number range [32]. A postcalibrationwas

performed to account for drift, and a linear interpolation between the

pre- and postcalibration was used to process the data.

During the measurements, time series of voltages were first

converted to a time series of mass flux, fromwhich the instantaneous

Mach number and streamwise velocity were calculated using the

Fig. 1 a)Compressible shear layer facility, photograph. b) Schematic of the experimental setup, including the systemof coordinates and flowparameters.

Fig. 2 a) Photograph of voice coil actuators on the splitter plate, and b) sample of forcing signal.

Table 1 Shear layer parameters

High-speed/low-speed free-stream
Mach numbers,M0∕M1

Convective Mach number of the shear layer,Mc

(see text for definition) Static pressure, Ps Total temperature, T0

Shear layer forcing
frequency, fforce

0.6∕0.07 0.27 78 kPa 293 K 675 Hz

Table 2 BL parameters

BL thickness, δ (based on
99% of U0)

Displacement
thickness, δ�

Momentum
thickness, θ

Free-stream
velocity, U0 Rex Reδ Reθ

uτ (estimated,
see text)

Reτ (estimated,
see text)

19.7 mm 2.9 mm 2.7 mm 209 m∕s 4.95 × 106 2.26 × 105 31,600 ∼6.7 m∕s ∼7600
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isentropic relation. Because the region of interest was the boundary
layer on the upper wall (in the high-speed region), a 61-point wall-
normal traverse of hotwire data was taken. For the experimental hot-
wire data, the sampling time was 10 s, or about 120,000 eddy turn
over times (estimated as δ∕U0), and a sampling frequency of fs �
80 kHz was chosen. This sampling frequency corresponds to the
nondimensional sample interval of Δt� � �1∕fs�u2τ∕ν � 34. For
this relatively large value, high frequencies in the near-wall will not
be properly resolved and will potentially be aliased. However, as
mentioned before, all the measurements were performed in the outer
region, where the frequencies should be lower in general, and so this
high-frequencymisrepresentation is not expected to affect the results.
An array of 22 XTL/XTEL-140 Series Kulite pressure transducers

was placed on the sidewall of thewind tunnel at the same streamwise
position, as the hot wire measurements (see Fig. 1b). The transducers
were spaced 0.35δ apart in the wall-normal direction, with the first
one being 0.2δ away the wall. The transducers were screwed into
place and secured with pressure-fit O-rings such that the sensor face
was flush with the inside of the wind tunnel. A sampling time of 15 s
at a lower sampling frequency of 20 kHz was used to acquire time
series of fluctuating static pressures. Additional static taps were
installed along the tunnel side wall in the streamwise direction and
monitored during the experiments to ensure the lack of a streamwise
pressure gradient.
The forcing signal and the voltages from both the hot-wire

anemometry and the unsteady pressure sensors were synchronized
and collected simultaneously in order to apply the phase-locked
analysis.

III. Results

Themeanvelocity profile of the flow as a function of position from
the wind tunnel upper wall is plotted in Fig. 3a. The plot shows a
typical shear layer velocity profile between y∕δ � 2 and 7 with a
uniform region of high-speed flow on one side of the shear layer,
between y∕δ � 1 and 2. The turbulent boundary layer is also clearly
present on the wall. The turbulent boundary layer in Fig. 3a is flatter
than a canonical boundary layer, indicating that the boundary layer
observed in the experiment is not a canonical turbulent boundary
layer. The displacement thickness and the momentum thicknesses of
the boundary layer were calculated using the velocity profiles and are
given in Table 2. The shape factor,H � δ�∕θ, was determined to be
1.05. For comparison, a typical value of the shape factor for an
incompressible, zero-pressure gradient turbulent boundary layer for
similar Reynolds numbers is about 1.3 [33]. The deviation from the
canonical boundary-layer velocity profile is not surprising, because
the boundary layer is constantly experiencing local shear-layer-
related adverse and favorable pressure gradients. The flattening of the

meanvelocity profile due to alternating pressure gradientswas shown
in the experiments in [34], which used suction and blowing through
an upstream slot to study its effect on the turbulent boundary layer. A
similar reduction of H-factor was also observed in boundary layers,
subject to high levels of freestream turbulence [27], and was
attributed to an increased mixing in the boundary layers.
Friction velocity, uτ, was estimated using either δ� or θ via Coles-

Fernholz approximations [35] and were found to be similar, 6.8 and
6.65 m∕s, respectively. Using the average value between these two
quantities, uτ � 6.73 m∕s, Reτ was estimated to be ∼7600. The
mean velocity profile inside the boundary layer in the inner units is
presented in Fig. 3b. The theoretical law-of-the-wall velocity profile
U� � 1∕κ� ln �y�� � C is also plotted in Fig. 3b for C � −1.5.
Because the studied boundary layer is not a canonical one, the
C-constant is expected to differ from the typical value of 4.2 [36]. It is
interesting to note that the boundary layer, despite being a
noncanonical one, appears to exhibit a log region below y� < 1000 or
y∕δ < 0.13, and the upper bound of the log region agrees with the one
for the canonical boundary layer, which is y� � 0.15 Reτ ∼ 1100 [6].
Of course, having only three measurement points inside the log
region, the statement about the log region should be treatedwith some
degree of caution.
The y-location of the splitter plate is marked as a solid line at

y∕δ � 3.86 away from the wall in Fig. 3a, and approximately
corresponds to the center line of the shear layer. The convective
speed, UC, of the large-scale structures in the shear layer can be
estimated using isentropic assumption [37] as,

Uc �
a1U0 � a0U1

a0 � a1

whereU0 andU1 represent the high and low speeds, respectively, and
a0 and a1 are the speeds of sound for the high and low speed flows,
respectively. This equation provides a good approximation (within
few percent) of the convective speed, if the convectiveMach number,
Mc � �U0 −U1�∕�a0 � a1� is less than 0.4 [38];Mc is 0.27 for this
study, indicating that the turbulence can be considered
incompressible [39]. The convective speed for the Mach 0.6∕0.07
shear layer is about 115 m∕s or 0.56U0. This speed is close to the
value of the local speed of 125 m∕s, or 0.6U0, at the location of the
splitter plate. Also, the velocity ratio of the shear layer, defined as,
Ratio � �U0 − U1�∕�U0 �U1�, is approximately 0.77. Finally,
knowing the convective speed and the forcing frequency, the spatial
separation between the consecutive shear layer structures was
computed to be 0.17 m or 8.6δ.
RMS of the mean-removed pressure fluctuations at each wall-

normal location in the wind tunnel was calculated and is shown in
Fig. 4a. As expected, the largest RMSof pressure occurs in the area of

Fig. 3 a) Mean velocity profiles, normalized by the free-stream velocity in both outer (y∕δ) and inner (y�) units. The location of the splitter plate is
marked as a solid line. b) Mean velocity profile inside the boundary layer in inner units, along with the theoretical velocity profile in the log region,
U� � 1∕κ � ln �y�� �B, κ � 0.384, C � −1.5.
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the shear layer, near y∕δ � 3.8, as the presence of coherent structures
causes large fluctuations in instantaneous static pressure. The

pressure fluctuations in the boundary layer are small,

prms∕PS < 0.01.
The mean-removed pressure fluctuations at each wall-normal

location in the wind tunnel were calculated from the Kulite

measurements. The time series of fluctuating static pressures at each

measurement location was phase-locked with respect to the input

forcing signal, t � n∕fforce � ϕ∕�2πfforce� where n is integer

number and ϕ � �0; : : : ; 4π� is the phase, and averaged over a two-

cycle forcing signal with the phase range of 0 to 4π divided into

N � 50 equally sized phase bins to obtain the triple decomposition,

similar to [40],

p�y; t� � p�y� � ~p�y;φ� � p 0�y;φ; n� (1)

The term with a bar represents a conventional time averaging; the

termwith tilde represents the phase-averaged, large-scale component

(later it will be called a modal component) of the pressure directly

arising from the pressure decreases or pressure “wells.” The term p 0
represents the residual fluctuations at each phase. It is easy to

demonstrate that the relation between mean-removed Prms, shown in

Fig. 4a, and the triple decomposition components is p2
rms�y� �

h ~p2�y;φ�iϕ � h�p 0�y;φ; n��2iϕ;n, where angular brackets indicate

averaging over ϕ and n.
The phase-locking procedure was performed for n � 10; 125

events, coincident with forcing periods. A surface plot, ~p�y;φ�∕PS,

showing the ensemble-averagedmagnitude ofmodal pressure field at

measurement locations on the side wall is shown in Fig. 4b. Two

pressurewells atϕ � 5π∕4 and 13π∕4, associatedwith the passing of
the forced shear layer coherent structures, separated by two regions of

pressure increase atϕ � π∕4 and 9π∕4, can be clearly observed. The
convecting shear layer coherent structures create a concomitant

unsteady pressure field in the flow; this is experienced in the

boundary layer as a variation of the local freestream velocity. The

pressure field inside the boundary layer is in phase with the pressure

field inside the shear layer structures; thus the modal pressure inside

the shear layer will be used as a reference pressure signal later in

this paper.
The time series of velocities were also postprocessed using the

same phase-locking algorithm as the pressures, which resulted in the

triple decomposition,

u�y; t� � U�y� � ~u�y;φ� � u 0�y;φ; n� (2)

The term ~u�y;ϕ� is related to the slow-varying deviation of the

phase-locked averaged velocity from the time-averaged velocity; in

this paper it will be referred as modal velocity, because it is due to the

periodic (modal) external changes in velocity and pressure. The term

u 0�y;ϕ; n� will be called residual phase-locked turbulence.

Analyzing the turbulence in this manner decomposes the time series

similarly to [25], where the signal was phase-locked over one cycle to
their single-frequency, purely sinusoidal input forcing.
The overall turbulence intensity, urms, was calculated at each point

in the boundary layer and, after normalization by the freestream
velocity, is presented in Fig. 5a as a linewith circles. Because the flow
was forced with a sinusoidal signal, the “turbulence intensity” of the
full velocity signal is misleading, as it includes the contribution from
both the modal (deterministic) velocity and the truly turbulent
component. Using Eq. (2) it is straightforward to show that
u2rms�y� � h ~u2�y;φ�iϕ � h�u 0�y;φ; n��2iϕ;n, where brackets indicate
averaging overϕ andn. A properway to calculate turbulence levels is
to exclude the modal velocity component and compute the residual
turbulent intensity,

u 0
rms�y� � �h�u 0�y;ϕ; n�2�iϕ;n�1∕2 (3)

The residual turbulent intensity profile, normalized by U0, is
shown in Fig. 5a as a solid line. The increase of the residual
turbulence intensity near the wall through the work of Reynolds
stresses against a mean velocity gradient is evident in the plot.
Maximum residual turbulent intensity reaches about 7% of the
freestream speed, similar to turbulent levels in canonical boundary
layers. It can also be seen that the CSLF is a relatively quiet wind
tunnel, with the freestream turbulence of approximately 1% of the
tunnel speed.
For the canonical BL, the near-wall peak in turbulence is near

y� ∼ 15 [41], and this location is largely independent of Reτ [6,26].
As mentioned in the Introduction, at high Reτ, an additional outer
peak appears in the turbulent profile [6], located in the middle of the
log region at y�OL ∼ 3.9Re

1∕2
τ [6,42]. To see how the studied boundary

layer compares to the canonical one, the residual turbulence intensity
in the inner units is plotted in Fig. 5b. There is no data below
y� < 200, but the near-wall peak in the turbulence intensity is
expected to be present [27]. The location of the maximum turbulent
intensity is at y∕δ � 0.25 or y� ∼ 2000 (see Fig. 5b), indicating that
the peak is outside of the log region and in the wake region. This is in
contrast with the canonical boundary layer at the sameReτ, where the
outer peak should be in the log region, y�OL ∼ 340. The shift in the
location of the turbulence peak away from the wall is a result of the
interaction of the boundary layer with the external traveling variation
of the freestream speed. Note that similar observations were made in
[27], where in the case of high levels of the freestream turbulence, the
outer turbulent peak was also found farther away from the wall,
at y∕δ ∼ 0.31.
An example of a modal velocity and residual turbulence

component is shown in Fig. 6a for one y location, y∕δ � 0.25, where
the overall turbulence fluctuations are the largest (see Fig. 5a). In
Fig. 6a, the solid line represents the modal velocity component, ~u
normalized byU0. The phase-lockedmodal velocity is sinusoidal due
to the voice-coil actuation. Also, it has a zero-mean across all phases,
since the time-averaged value, u, is removed. Note that the presence

Fig. 4 a) RMS of mean-removed pressure, prms, normalized by static pressure PS. b) Phase-averaged modal pressure field, ~p�y;φ�, normalized by PS.
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of the subharmonic in the forcing signal does not have any significant
effect on the phase-averaged velocity field, as this subharmonic
simply stabilizes the pairing location in the shear layer [30]. For
reference, the modal pressure inside the shear layer at y∕δ � 3.8,
normalized by the static pressure, is also presented in Fig. 6a. There is
a clear relationship between themodal velocity and the pressure, with
regions of positive pressure roughly corresponding to a negative
velocity fluctuation and vice versa.
The red squares in Fig. 6a represent the RMS of the phase-locked

residual turbulence intensity in each phase and normalized by the
freestream speed, u 0

rms�y;φ�∕U0, at the same y∕δ � 0.25 location.
There is a marked increase (from about 5% to close to 8%) in the
phase-locked turbulence intensity at certain phase angles (namely, π
and 3π) and indicates a certain (phase) arrangement in the small-
scales, which we will define as turbulence amplification. This
amplification is phase-locked with the modal velocity, which is in
turn related to the passing of coherent structures outside of the
boundary layer.
The residual turbulence intensity, normalized by the free-stream

speed, is plotted for four different wall-normal locations in Fig. 6b. It
can clearly be seen from Fig. 6b that as the wall-normal location
increases, the maximum values of the phase-locked turbulence
intensity, as well as the difference between the maximum and the
minimum values of the phase-locked turbulence increase for
y∕δ < 0.62. Farther away from the wall, they start decreasing. Near
the wall at y∕δ � 0.032, the turbulence intensity goes as low as 0.05
and reaches the maximum value of 0.06, whereas at y∕δ � 0.613 the
turbulence intensity values vary between 0.025 and 0.075. As the
wall-normal location increases to a value of y∕δ � 1, the magnitude

of the turbulence intensity decreases significantly; nevertheless, it is
noteworthy that the peak in amplitude is now anticorrelated in phase
with the first two locations shown. The peak in the turbulent activity
occurs at a different phase-angle with increasing wall-normal
distance.At the edge of the boundary layer, y∕δ � 1, for example, the
slight amplitude increase occurs closer to π∕2; however, closer to the
wall at y∕δ � 0.032, the amplitude increase occurs at 3π∕2,
representing a phase change of nearly π radians, relative to the edge
region. This variation of phasewith the peak in turbulence increase is
a reflection of the modulation effect and can be represented through
the use of a correlation coefficient, aswill be shown later in this paper.
To better visualize the effect of the external forcing on the

boundary layer, the phase-locked modal velocities, ~u�y;ϕ�, were
calculated for the entire set of measurements in the boundary layer
and the resulting contour plot is shown in Fig. 7a. The reference
phase-locked modal pressure, ~p�φ�∕Ps, inside the shear layer is also
plotted for comparison in Fig. 7a to indicate the locations of the shear
layer structures (with low-pressure regions). The magnitude of this
sinusoidal velocity component inside the boundary layer is worth
noting. As the wall-normal location increases, the magnitude of the
sinusoidal modal velocity component increases until a point and then
decreases toward the outer edge of the boundary layer. Most of the
variation within the modal component is concentrated in a region
between y∕δ ≈ 0.2–0.6, with values close to 10% of the free-stream
velocity. As it was already observed in Fig. 6a, the regions of lower
pressure correspond to higher modal velocities and vice versa when
phase-locked to the forcing signal. The phase-locked plot shows that
there is a small shift in the phase of the modal velocity between
y∕δ � 1 and y∕δ � 0.5. Thus, the modal velocity inside the

Fig. 5 a) Normalized overall turbulence intensity, urms∕U0, and residual turbulent intensity, u
0
rms∕U0, for the forced boundary layer as a function of y∕δ

and y�. b) Residual turbulent intensity in inner units, u 0
rms∕uτ vs y�.

Fig. 6 a) Phase-locked average (modal) velocity and residual turbulence intensity, defined in Eq. (3), at y∕δ � 0.25, and themodal pressure, ~p�y;φ�∕Ps,
at y∕δ � 3.8. b) The residual turbulence intensities at various wall-normal locations.
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boundary layer has a small phase lag relative to the modal velocity

outside of the boundary layer, most probably due to the intermittent

region. Figure 7a also highlights the deterministic quality of the

regularized shear layer, or y∕δ > 1.5.
The energy contained within the externally imposed large-scale

modal velocity component was calculated as ~u2rms∕U2
0, where ~urms is

the phase-averaged RMS of the modal velocity component, and is

plotted as a function of the wall-normal position in Fig. 7b. From

Fig. 7b, the peak in modal energy occurs at a wall-normal location of

approximately y ∼ 0.4δ.
In a similar matter, the normalized levels of the residual turbulence

intensity, u 0
rms�y;φ�∕U0, are plotted for the entire measurement

region and presented in Fig. 7c, along with the reference modal

pressure. Localized inclined regions of the amplified turbulence

intensity can be seen near phase values of π and 3π. The large-scale,
shear-layer-related velocity fluctuations can also be seen for y-values
larger than 1.6δ, coinciding with the lower-pressure regions. There is
a clear phasevariation of the residual turbulencewith increasingwall-

normal distance. Near the wall, the turbulence intensity is almost

directly in phase with the large-scale external disturbance. Closer to

the boundary-layer edge, the turbulence tends to be slightly ahead of

the large-scale disturbance.
Figure 7d shows the profiles of u 0

rms�y;φ�∕U0 for two selected

phases, ϕ � π, where the residual turbulence intensity reaches the

maximumvalue, andϕ � 2π, where the residual turbulence intensity
is at minimum inside the boundary layer. The largest phase-locked

values of turbulent intensity occur for ϕ � π in a region of y∕δ
between 0.2 and 0.4. For canonical boundary layers, the maximum

turbulence intensity is very near thewall; however, for this externally

forced boundary layer it is shifted away from the wall. Note from

Fig. 3b that the mean velocity at this wall-normal region is between

0.6U0 and 0.75U0, which is close to the convective speed of the

external disturbances by the shear layer, UC ∼ 0.6U0. The matched

speeds indicate the existence of a critical layer at this region; as

mentioned in the Introduction, these critical layers were shown to

provide the main amplification mechanism in turbulent flows and are

an important feature in resolvent analysis [21,24].
In [43] the energy transfer between themeanvelocity,u large-scale

periodic (organized) velocity component, ~u, and the small-scale

turbulence, u 0, was derived. It was demonstrated that, for spatially

homogeneous flow (∂U∕∂x � 0), the turbulence production is

proportional to −hu 0u 0i∂ ~u∕∂x, where the overbar denotes the time

averaging and the angular brackets denote phase averaging. From

here it follows that the production of small-scale (residual) turbulence

should increase in the regions with a negative spatial gradient of the

modal velocity, ∂u%∕∂x < 0. Recalling that from Taylor’s “frozen”

turbulence hypothesis, ∂∕∂x � −�1∕U�∂∕∂t, and so the turbulence

should be the largest where the temporal (phase) derivative of the

local modal velocity is positive and the smallest where the phase

derivative of the modal velocity is negative. Indeed, u 0
rms reaches the

maximum at phase values of π and 3π (see Figs. 7c and 7d), where the
modal velocity has a large positive phase gradient (see Fig. 7a).

Likewise, at the phase of 2π, the modal velocity has the largest

negative phase gradient and the turbulence reaches the smallest

values at this phase (see Figs. 7c and 7d).
The boundary layer has elevated levels of turbulence, whereas the

freestream has lower turbulence fluctuations. So, the boundary

between the “low” and “high” turbulence can be interpreted as a

“edge” of the boundary layer. FromFig. 7c, it can be observed that the

boundary layer is the thickest near phases of π∕2 and 5π∕2, whereas it
is the thinnest at 3π∕2 and 7π∕2. Interestingly, these locations do not
correspond to either maxima or minima of the freestream external

velocity at π and 3π (see Fig. 7a). Rather, these locations of the

thickest and the thinnest boundary layer line up fairly well with

the local minima and maxima of the phase-locked modal velocity, ~u,
within the turbulent boundary layer. They also correlate with

the regions of the external flow accelerations and decelerations,

which are linked to the freestream pressure gradients. This implies

that the boundary thickness depends on the pressure gradient

variation.

Fig. 7 a) Phase-lockedmodal velocity as a function of the wall-normal distance, ~u�y;φ�∕U0. The modal pressure inside the shear layer, ~p�φ�∕PS, is also
presentedas a dashed line to indicate the locations of the vortical structures (lowvalues of pressure). b)Thewall-normaldistribution of energy of themodal

velocity component. c) Contour plot of normalized residual phase-locked turbulence intensity,u 0
rms�y;φ�∕U0. d)u

0
rms�y;φ�∕U0-profiles forφ � π and 2π.
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A quasi-linear approximation, proposed in [10,11], attempts to
explain the modulation of the near-wall structure by the large-scale
structures by assuming that the near-wall region behavior depends on
the large-scale varying velocity outside of the region. Consequently,
mean-removed and properly filtered variation in the near-wall
turbulence intensity should be proportional to, or completely in phase
with, the slowly varying large-scale velocity [44]. For the presented
work, it would imply thatΔu 0

rms�y;ϕ�∕hu 0
rms�y;ϕ�iϕ~~u�y;ϕ�∕U�y� in

the near-wall region, where

Δu 0
rms�y;ϕ� � u 0

rms�y;ϕ� − hu 0
rms�y;ϕ�iϕ

is the mean-removed residual turbulence intensity, shown in Fig. 8.
Unfortunately, the presented experiments did not include the near-
wall region, below y� < 200, and the validity of the quasi-steady
relation for the externally forced boundary layer cannot be
investigated directly.
In [44,45] a criterion of a temporal positive zero crossing of the

large velocity fluctuations was used to extract conditionally averaged
zero-mean fluctuation levels of the small-scale structures; zero
crossing corresponds to the internal shear layer between high-speed
and low-speed zones. It was concluded that in the near-wall region,
the results generally support the quasi-steady model. Away from the
wall, additional increased turbulence level was found to be in the
center of the log region; the increase also coincides with the positive
zero crossing. It was argued that in this region the turbulence increase
is due to a scale rearrangement, rather than a modulation. Finally, in
the intermittent region, a negative correlation between the large and
the small structures was observed.
In the present study,Δu 0

rms�y;ϕ�∕U0 in Fig. 8 represents the zero-
mean residual turbulence intensity. The zero crossings for modal
velocity, located near ϕ � π, 3π (positive crossing) and near 2π, 4π
(negative crossing), are also plotted in Fig. 8 as thick solid and dashed
lines, respectively. The regions of increased turbulence near y∕δ �
0.3 at the phase values of π and 3π are clearly correlated with the
positive zero crossings of the modal component, consistent with the
observations in [44,45] and the turbulence production mechanism,
discussed earlier. An additional large increase in Δu 0

rms�y;ϕ� at
y∕δ � 0.7 is related to the intermittency region; these increases lead
in time the positive zero crossings, also in agreement with findings in
[44,45]. Thus, the conceptual arrangement between the large-and the
small-scale structures in the canonical boundary layer, proposed in
[44], is believed to be also valid for the externally forced
boundary layer.
It is interesting to relate the presented resultswith the boundary-layer

response to unsteady but stationary freestream distortions, imposed
on the mean flow. One of the important parameters used to study this
response is the reduced frequency in inner units, ω� � ωV∕u2τ [19].
Using the value of forcing frequency, ω� ∼ 1.7 × 10−3 for this study;

for this small value, the near-wall region should be in phase with
the unsteady freestream flow [19]. Figure 8 shows that the increase
in turbulence levels near the wall is between the phase values of π
and 3∕2π, which indeed is in phase with the increase in the
freestream speed (see Fig. 7a). Also, the Strouhal number for this
study is low, ω�2δ�∕U0 ∼ 0.8, implying that a quasi-steady
turbulence model can be used to predict the flow response [18]. The
turbulence productionmechanism, presented earlier, is in fact based
on the quasi-steady model. The agreement between the predicted
and the observed locations in the increases in turbulence does
indicate that the quasi-steady turbulence model can be used at this
low forcing frequency.
In the original work by Duffin [26], where the “bursts” related to

higher levels of turbulence were observed optically, the optical
interrogation region included both the boundary layer and the shear
layer, which provided the external forcing of the boundary layer.
Therefore, it was only a conjecture made by Duffin that these higher
levels of turbulence-related optical distortions resided in the
boundary layer. But, if thevelocity statistics inside the boundary layer
are known, optical distortions due to the boundary layer can be
calculated using a “linking” equation [46], combined with strong
Reynolds analogy (SRA); this approachwas found to provide correct
levels of optical distortions for canonical [47,48] and nonadiabatic
wall [49] boundary layers. This approach was used to predict optical
distortions due to the externally forced boundary layer in [50], and it
was demonstrated that if the interaction between the pressure and the
velocity fields is properly accounted for, the predicted optical
distortions match the experimentally observed ones. Thus, there is
sufficient reason to believe that the boundary-layer “bursts” observed
optically byDuffin [26] are indeedmanifested as regions of amplified
turbulence and are being captured in this work using hotwire
anemometry.
It is obvious that the work of Duvvuri and McKeon [25] most

closely resembles the current work, as in both cases the turbulent
boundary layer is excited at a specific forcing frequency and a
synthetic large-scale is created. Following [25], a spectrogram of the
premultiplied energy spectra was computed and is shown in Fig. 9a.
The spectrogram shows a clear spike at the forcing frequency of
f∕fforce � 1. In addition, weaker spikes can also be seen at the
second and third harmonics,f∕fforce � 2 and 3, respectively.Narrow
notch filters were added at f∕fforce � 14.8 and 29.6 to filter out
nonphysical spikes originating from the anemometer. The influence
of the second and third harmonics, as well as the subharmonic, was
studied through a modal decomposition with the use of a bandpass
filter around each relevant frequency. This exercise revealed that the
fundamental forcing frequency gave rise to a significant portion of
the synthetic mode energy and thus could be considered to be
primarily responsible for the modal shape seen in Fig. 7a.
The frequency spectrogram was converted to a wavenumber

spectrogram using the local mean velocity and Taylor’s frozen field
hypothesis and is shown in Fig. 9b. An increase in the turbulence,
related to the small-scale structures, can be seen between y∕δ � 0.1
and 0.5 and for λx∕δ < 3. Above λx∕δ � 3, sharp lines, related to the
forcing frequency and the harmonics, dominate the spectra. The
wavenumber spectrogram was used to determine a suitable cutoff
criterion to separate the small- and large-scales following [25]. A
cutoff criterion of λx∕δ � 3 (in inner units, λ�x ∼ 22;800), shown in
Fig. 9b as a vertical dashed line, was chosen to exclude the effect of
the second and third harmonics and to best create a separation
between the synthetic scale and the small-scales of turbulence. All
scales above this cutoff criterion correspond to the large-scale
component that includes the forcing frequencies and its significant
harmonics, and all scales less than this cutoff criterion to the small-
scale activity. The forcing wavelength, that is, the spacing between
the external vortical structures, is approximately 8.6δ.
Note that the chosen cutoff value is larger than at typical value of

λx∕δ ∼ 1 used to study the turbulence modulation in the canonical
boundary layers (see, for instance, [5,6]). In this experiment, the
boundary layer is modified by the external forcing, and structures
larger than λx∕δ > 1 become more energetic, as seen in Fig. 9b, thus
requiring a larger cutoff value to properly separate the small-scale and

Fig. 8 Mean-removed residual turbulence intensity, Δu 0
rms�y;ϕ�∕U0.

Superposed are lines of the positive (thick solid lines) and negative (thick
dashed lines) zero crossings of the modal component, ~u.
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the large-scale forcing-related structures. An additional justification
of the chosen cutoff criterion will be provided later in this paper.
The phase modulation and the related amplitude amplification of

the turbulence were analyzed using the correlation coefficients
following the works of Hutchins and Marusic [5], Mathis et al. [6],
and Duvvuri and McKeon [25]. Following [5,6], the mean-removed
original temporal velocity signal, u�y; t�, at every wall-normal
location was split into a large-scale, uL, and small-scale, uS,
components using λx∕δ � 3 as thewavenumber cutoff criterion via a
finite impulse response (FIR) digital filter with a stopband
attenuation of −60 dB. The concept of modulation of the small-
scales by the large-scales in the flow is described extensively in [6],
and the degree of modulation is represented by R, a single-point
modulation correlation coefficient,

R�y� � uLEL�uS�����������������������������
u2L

�����������������
EL�uS�2

qr (4)

E�uS� represents the mean-removed envelope of the small-scale
signal obtained using the Hilbert transform, as described in [6]. This
envelope is filtered using the same low-pass filter to obtain the large-
scale component of the envelope itself, and in the expression for R,
Eq. (4), this term is represented as EL�uS�.
TheR-coefficientwas computed throughout the boundary layer and

is shown in Fig. 10. For comparison, the R-coefficient for a canonical
boundary layer from [6] is also shown in Fig. 10. In comparing these
plots, a few things are immediately noticeable. First, the shape of
the correlation coefficient in the current work is similar to the plot for
the canonical boundary layer. Second, there is a zero-crossing in the
correlation coefficient with a positive correlation below y∕δ ∼ 0.4 and
a negative correlation above it. This indicates that the large-scales
created by the external traveling structures are clearly having a
modulating effect on the envelope of the small-scales of turbulence, in
the same manner as naturally present large-scale structures modulate
the scale-scale structures in an unperturbed boundary layer. Consistent
with earlier observation about the presence of the critical layer, Fig. 10
also suggests the presence of a critical layer-type phenomenon,
occurring around y∕δ � 0.4. Below this location the small-scales are
in phase with the large-scales, and above the location they are out of
phase. When interpreted in the context of phase relationships, the plot
also indicates that farther from the wall above the critical layer the
small-scales lag behind the large-scales.
To demonstrate the validity of choosing λx∕δ � 3 as the cutoff

criterion, the amplitude modulation coefficient as a function of wall-
normal distance, R�y�, was computed over a wide range of cutoff
criteria between λx∕δ � 1 and λx∕δ � 10. Results (not shown here,
see [28]) indicate that choosing a cutoffwavelength any larger than 5δ
not only falsely characterizes stronger harmonics as “small”-scales,

but also lead to a lack of convergence in the correlation coefficient
closer to the wall. On the other hand, as can be seen in Fig. 9b, the
peak associated with the broad band turbulent structure is located
around λx∕δ � 2 at y∕δ � 0.3. Thus, choosing a cutoff wavelength
any smaller than about 3δ for the studied boundary layer is not
appropriate either, as in that case some of the actual small-scale
turbulence would get falsely categorized as “synthetic” forcing-
related scales, and the modulation coefficient would underestimate
the correlation. Thus, at least for this experiment, a cutoff wavelength
between 3δ and 5δ seems the most appropriate, and so the selected
cutoff criterion λx∕δ � 3 was used in this analysis. For a similarly
forced boundary layer in [25], a cutoff of λx∕δ � 5was chosen, using
similar argumentation.
The boundary layer is next studied in a similar fashion to the

internally forced case [25], to quantify the phase-organizing effect of
the synthetic large-scale on the small-scales. As mentioned before,
thework of Duvvuri andMcKeon [25,51] most closely resembles the
current work, as in both cases the turbulent boundary layer was
excited at a specific forcing frequency, and a synthetic large-scalewas
created in the hopes of studying its organizing effect on the other
scales.
The importance of the critical layer is still a very active topic of

research, and generalizations about critical layers for a canonical
turbulent boundary layer cannot necessarily be applied to the
noncanonical boundary layer in this experiment. The wall-normal
location of the critical layer corresponded by definition to the location

Fig. 9 Logarithmof a premultiplied streamwise energy spectra (in arbitraryunits) as a function of frequency, normalizedby the forcing frequency,fforce

(a), and wavenumber (b). A cutoff criterion of λx∕δ � 3, separating small- and large-scale structures, is indicated by a vertical dashed line in (b).

Fig. 10 Amplitude modulation correlation coefficient,R, for the forced
boundary layer (open circles) and a modulation correlation coefficient

between the large-scale component and the filtered envelope of the small-
scale component for a canonical boundary layer, adapted from Mathis
et al. [6] (solid line).

RANADE ETAL. 3847

D
ow

nl
oa

de
d 

by
 U

N
IV

E
R

SI
T

Y
 O

F 
N

O
T

R
E

 D
A

M
E

 o
n 

Se
pt

em
be

r 
7,

 2
01

9 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

05
78

71
 

https://arc.aiaa.org/action/showImage?doi=10.2514/1.J057871&iName=master.img-008.jpg&w=401&h=174
https://arc.aiaa.org/action/showImage?doi=10.2514/1.J057871&iName=master.img-009.jpg&w=236&h=172


where the convection velocity of the internally created large-scale
disturbance equals the local mean. In the internally forced boundary
layer in [25,51], it also corresponded to the location where the
synthetic velocity mode energy had a peak. For the current
experiment, the peak of the modal velocity energy occurred at
y∕δ � 0.4 as seen in Fig. 7b, where the local convection velocity is
roughly 0.8U0. The convectionvelocity of the large-scale disturbance
was roughly 0.6U0, and the wall-normal location where the
convection velocity of the disturbance equaled the local mean
velocity was approximately y∕δ � 0.2. For this reason, the region
0.2 < y∕δ < 0.4 was identified as a band representing the estimated
region containing the true critical layer location; this region coincides
with the region of the largest turbulence increase in Figs. 7c and 9.
Additional investigation will be required to understand the potential
importance—or lack thereof—of critical layer physics in this flow.
In [25], the authors developed a modified way to study the direct

interaction of the synthetic large-scale on the small-scales of
turbulence. Knowing that the small-scales are governed by the rules
of triadic interactions between scales due to the quadratic
nonlinearity in the Navier–Stokes equation, they pointed out that
the synthetic large-scale has an associated wave number kSLS, and
small-scales with wavenumbers kn and km, for example, interact with
the synthetic scale in a triadically consistent manner such that
kSLS � kn − km. They showed that the square of the decomposed
phase-locked averaged and mean-removed small-scale velocity
signal, ~ε � u2S, represents the average triadic envelope of all small-
scale wavenumbers (km; kn) that are directly coupled to the synthetic
large-scale. Finally, the authors defined a newmodulation correlation
coefficient, Ψ, as the correlation coefficient between the modal
component of the velocity due to forcing and the small-scale
component of the signal, both obtained through phase-averagingwith
respect to the forcing signal,

Ψ�y� � h ~u�y;ϕ�~ε�y;ϕ�iϕ�����������������������
h ~u�y;ϕ�2iϕ

q �����������������������
h~ε�y;ϕ�2iϕ

q (5)

where the angle brackets define the phase averaging. To separate
small-scales, the same cutoff criterion λx∕δ � 3 was used in
this work.
Alternatively, instead of ~ε, the overall mean-removed turbulence

levels, Δu 0
rms�y;ϕ�, can be used to define a modulation correlation

coefficient between the modal component ~u�y;φ� and all other
scales, as proposed in [52],

Φ�y� � h ~u�y;ϕ�Δu 0
rms�y;ϕ�iϕ�����������������������

h ~u�y;ϕ�2iϕ
q ���������������������������������

hΔu 0
rms�y;ϕ�2iϕ

q (6)

The R-coefficient in Eq. (4) indicates the phase between the large-
scale, which includes the externally forcedmodal component and the
small-scales. The Ψ-coefficient in Eq. (5) and the Φ-coefficient in
Eq. (6) indicate the phase between themodal velocity component and
all the small-scales (or all scales, in case of Φ-coefficient) that are in
direct triadic couplingwith the modal component and thus indicates
a direct influence of the modal component on these scales.
Both Ψ- and Φ-coefficients were computed for the externally

forced turbulent boundary layer in thiswork and are shown in Fig. 11,
along with the Ψ-coefficient for the internally forced boundary layer
from [25]. For the experiment in [25], the location of the critical layer
was at y∕δ � 0.07, labeled as a vertical dashed line in Fig. 11, and
there was a strong positive correlation below the critical layer, and a
strong negative correlation above the critical layer. The authors
concluded that the synthetic large-scale was directly driving the
small-scales to be in and out of phase with it below and above the
critical layer. A similar, although not as pronounced, trend can be
seen inΨ-coefficient in the current experiment; see Fig. 11, where the
critical layer band, estimated to be between y∕δ of 0.25 and 0.4, is
indicated as a gray region. Below the critical layer band at y∕δ < 0.2,
there is a strong positive (Ψ ∼ 0.9) correlation, and above this layer, at
y∕δ > 0.5 there is a negative (Ψ ∼ −0.4) correlation, indicating that

the synthetic large-scale introduced by the shear layer drives the
small-scales of turbulence to be in and out of phase with it with
respect to the critical location. Above this critical layer, the
correlation coefficient quickly approaches the intermittent turbulent/
nonturbulent interface of the flow; it is suspected that for this reason
the anticorrelation above the critical location is not as strong as that
seen in [25] and does not have a large wall-normal extent. The Φ-
coefficient shows very similar trends, with large positive values
below the critical band and large negative values above it. Zero
crossing inΦ-coefficient is closer to the wall, around y∕δ � 0.3; the
similar trend was observed in [52] as well.
It is worth noting that for the present studies, there is no sharp

change inΨ-coefficient across the critical layer, as it was observed in
Ψ-coefficient from [25], where it quickly changed from 1 to −1
across the critical layer. One possible explanation is that the shear-
layer induced disturbance cannot be assumed to be 2-D, unlike in
[25]. Also, the ratio of test-section width to boundary-layer thickness
is relatively small, about 5.2. Thus, the lack of the sharp changes in
both Ψ- and Φ-coefficients across the critical layer band likely
indicates that a spanwise-varying forcing ismore closely alignedwith
the real large-scale variation than the previous, essentially spanwise
constant, dynamic roughness studies in [25]. Additional studies are
needed to further investigate this observation.

IV. Conclusions

In an attempt to explorewhat appeared to be turbulence “bursts” or
amplification in an aero-optical study of a forced shear layer, a Mach
0.6 turbulent boundary layer was externally forced using a
regularized shear layer, which created a concomitant unsteady
pressure field that provided a disturbance for the turbulent boundary
layer on the upper wall of the tunnel. The turbulence amplification
and the related phase modulation inside the boundary layer, caused
by the periodic external forcing by the shear layer, were observed and
studied using hotwire anemometry. A phase-locking algorithm was
implemented to align the hot-wire results to the deterministic passing
of the coherent vortical structures in the shear layer. Regions of
amplified turbulence inside the boundary layer were observed
between y∕δ � 0.2 and 0.4. These regions were found to be slightly
ahead in phase of the external forcing shear-layer structures. The
convective speed of these regions was found to be in the range
0.6U0–0.8U0, where U0 is the freestream speed outside the
boundary, close to the convective speed of the shear-layer structures

Fig. 11 Modulation correlation coefficients Ψ, defined in Eq. (5) (open
circles), andΦ, defined in Eq. (6) (filled squares). Gray region indicates
the critical layer band for the current work. For comparison, the

modulation correlation coefficient Ψ between synthetic scale and small-
scale turbulence from Duvvuri and McKeon [25] (black asterisks) is
shown for comparison, and a vertical dashed line indicates the location of
the critical layer from [25].
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(0.56U0). The matched speeds suggest the existence of critical layer
inside the boundary layer, which may be correlated with the
turbulence amplification regions. Various modulation correlation
coefficients were computed, and they also indicated the existence of
the critical layer near y∕δ � 0.4. The phase-locked results were
compared with the results of the internally forced boundary layer and
were found to be in general agreement with them.
Although this study has investigated external forcing of a

compressible boundary layer, strong similarities were found with
earlier work on quasi-steady modulation based on the passage of
energetic large-scale structures, naturally occurring in turbulent
boundary layers. In addition, the research presented in this paper
demonstrates that the amplitude modulation phenomenon, originally
observed in low-speed boundary layers, also occurs in the high-
Mach-number subsonic regime, where commercial aircraft typically
operate, and warrants the need to continue studying this topic. The
current research adds to the growing database of flow studies that
have documented similar modulation correlation coefficient curves
representing the organization of structures within the boundary layer.
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