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#### Abstract

In this paper we study the iterative decoding behavior of time-invariant and time-varying LDPC convolutional codes derived by unwrapping QC LDPC block codes. In particular, for a time-varying LDPC convolutional code, we show that the minimum pseudo-weight of the convolutional code is at least as large as the minimum pseudo-weight of the underlying QC code. We also prove that the unwrapped convolutional codes have fewer short cycles than the QC codes. These results taken together lead to improved BER performance in the low-tomoderate SNR region, where the decoding behavior is influenced by the complete pseudo-codeword spectra and by the Tanner graph cycle histogram, with the time-varying convolutional codes outperforming both the underlying QC block codes and their time-invariant convolutional counterparts.
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## I. Introduction

The idea of deriving a convolutional code from a quasicyclic (QC) block code was first introduced in a paper by Tanner [1], where it was shown that the free distance of the unwrapped convolutional code is lower bounded by the minimum distance of the underlying QC code. This idea was later extended in [2], [3].

The same idea was then applied to deriving LDPC convolutional codes based on QC LDPC block codes in [4], [5], and an iterative, sliding window, message-passing decoder was described. Even though the two LDPC codes had essentially the same graphical representations, it was observed that the convolutional code significantly outperformed its block code counterpart in the waterfall region of the bit error rate (BER) curve. In [7], we proposed a possible explanation for the improved performance based on the differences between the pseudo-codeword spectra of the LDPC convolutional codes and the underlying QC LDPC block codes. We showed that the minimum free pseudo-weight of the convolutional code is at least as large as the minimum pseudo-weight of the underlying QC code. Based on this relation, we conjectured that the pseudo-weight spectrum of the convolutional code was "thinner" than that of the block code, resulting in improved BER performance at low-to-moderate signal-to-noise ratios (SNRs).

In [7], we considered the method of obtaining convolutional codes from QC block codes presented in [1], which results in
a time-invariant convolutional code structure. In [8], JiménezFeltström and Zigangirov proposed a method of deriving periodically time-varying LDPC convolutional codes from randomly constructed LDPC block codes that used a matrixbased unwrapping process. Although their method specifically targeted randomly constructed block codes, it can be adapted to work for any block code. In this paper, we present several methods of deriving LDPC convolutional codes, both timevarying and time-invariant, from QC LDPC block codes. We also extend the pseudo-codeword analysis of [7] for timeinvariant LDPC convolutional codes to the time-varying case.

## II. Preliminaries

In this section we introduce the background needed for the later development of the paper. Note that all codes are binary linear codes. Any length $n \triangleq r \cdot L$ quasi-cyclic (QC) code $\mathrm{C}_{\mathrm{QC}} \triangleq \mathrm{C}_{\mathrm{QC}}^{(r)}$ with period $L$ can be represented by a scalar block parity-check matrix $\mathbf{H}_{Q \mathrm{C}}^{(r)} \in \mathcal{M}_{r J \times r L}\left(\mathbb{F}_{2}\right)$ that consists of $J \cdot L$ circulant matrices of size $r \times r$. Using the isomorphism between the commutative ring of $r \times r$ binary circulant matrices and the ring of polynomials $\mathbb{F}_{2}[X] /\left(X^{r}-1\right)$ of degree less than $r$, we can associate with the scalar parity-check matrix $\mathbf{H}_{\mathrm{QC}}^{(r)}$ the polynomial parity-check matrix $\mathbf{H}_{\mathrm{QC}}^{(r)}(X) \in$ $\left(\mathbb{F}_{2}[X] /\left(X^{r}-1\right)\right)^{J \times L}$, with polynomial operations performed modulo $X^{r}-1$. Due to the existence of this isomorphism, we can identify two descriptions, scalar and polynomial, and use either of the two depending on their usefulness. For example, the following matrices are the scalar and polynomial representations of a length $n=21 \mathrm{QC}$ code $\mathrm{C}_{\mathrm{QC}}^{(7)} \subset \mathbb{F}_{2}^{21}$ with period $3:{ }^{1}$

$$
\mathbf{H}_{\mathrm{QC}}^{(7)}=\left[\begin{array}{lll}
\mathbf{I}_{1} & \mathbf{I}_{2} & \mathbf{I}_{4}  \tag{1}\\
\mathbf{I}_{6} & \mathbf{I}_{5} & \mathbf{I}_{3}
\end{array}\right], \mathbf{H}_{\mathrm{QC}}^{(7)}(X)=\left[\begin{array}{ccc}
X & X^{2} & X^{4} \\
X^{6} & X^{5} & X^{3}
\end{array}\right]
$$

By permuting the rows and columns of the scalar parity-check matrix $\mathbf{H}_{Q C}^{(r)}$ (i.e., by taking the first row in the first block of $r$ rows, the first row in the second block of $r$ rows, etc., then the second row in the first block, the second row in the second block, etc., and similarly for the columns), we obtain

[^0]the parity-check matrix $\overline{\mathbf{H}}_{\mathrm{QC}}^{(r)}$ of a code that is equivalent to $\mathrm{C}_{\mathrm{QC}}^{(r)}$. The scalar parity-check matrix $\overline{\mathbf{H}}_{\mathrm{QC}}^{(r)}$ has the form
\[

\overline{\mathbf{H}}_{\mathrm{QC}}^{(r)} \triangleq\left[$$
\begin{array}{cccc}
\mathbf{H}_{0} & \mathbf{H}_{r-1} & \cdots & \mathbf{H}_{1} \\
\mathbf{H}_{1} & \mathbf{H}_{0} & \cdots & \mathbf{H}_{2} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{H}_{r-1} & \mathbf{H}_{r-2} & \cdots & \mathbf{H}_{0}
\end{array}
$$\right],
\]

where the scalar $J \times L$-matrices $\mathbf{H}_{0}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{r-1}$ satisfy $\mathbf{H}_{Q \mathrm{C}}^{(r)}(X)=\mathbf{H}_{0}+\mathbf{H}_{1} X+\cdots+\mathbf{H}_{r-1} X^{r-1}$.

Given the polynomial parity-check matrix of a QC code, it is easy to see the natural connection that exists between quasi-cyclic codes and time-invariant convolutional codes (see, e.g., [1]-[3], [5]). Briefly, with any QC block code $\mathrm{C}_{Q \mathrm{C}}^{(r)} \subseteq \mathbb{F}_{2}^{r \cdot L}$, given by the polynomial parity-check matrix $\mathbf{H}_{Q \mathrm{C}}^{(r)}(X) \in \mathcal{M}_{J \times L}\left(\mathbb{F}_{2}[X] /\left(X^{r}-1\right)\right)$, we can associate a rate $(L-J) / L$ time-invariant convolutional code $C_{\text {conv }}$ given by the same $J \times L$ polynomial parity-check matrix $\mathbf{H}_{\text {conv }}(D)=\left(h_{j l}(D)\right)_{J \times L}=\mathbf{H}_{Q \mathrm{C}}^{(r)}(D)=\mathbf{H}_{0}+\mathbf{H}_{1} D+\cdots+$ $\mathbf{H}_{r-1} D^{r-1} \in \mathcal{M}_{J \times L}\left(\mathbb{F}_{2}[D]\right)$, where the change of variables indicates the lack of modulo $D^{r}-1$ operations [5]. Let the syndrome former memory $m_{\mathrm{s}} \leqslant r-1$ of $\mathrm{C}_{\text {conv }}$ be the largest integer in $\{0,1, \ldots, r-1\}$ such that $\mathbf{H}_{m_{s}} \neq 0$. Then the polynomial parity-check matrix $\mathbf{H}_{\text {conv }}(D)$ has the following scalar description: ${ }^{2}$

$$
\overline{\mathbf{H}}_{\mathrm{conv}} \triangleq\left[\begin{array}{ccc}
\mathbf{H}_{0} & &  \tag{2}\\
\mathbf{H}_{1} & \mathbf{H}_{0} & \\
\vdots & \vdots & \ddots \\
\mathbf{H}_{m_{\mathrm{s}}} & \mathbf{H}_{m_{\mathrm{s}}-1} & \\
& \mathbf{H}_{m_{\mathrm{s}}} & \ddots \\
& & \ddots
\end{array}\right] .
$$

From the above example, we obtain a time-invariant convolutional code with polynomial parity-check matrix $\mathbf{H}_{\text {conv }}(D)$ given by

$$
\mathbf{H}_{\mathrm{conv}}(D)=\left[\begin{array}{ccc}
D & D^{2} & D^{4}  \tag{3}\\
D^{6} & D^{5} & D^{3}
\end{array}\right]
$$

and with syndrome former memory $m_{\mathrm{s}}=r-1=6 .{ }^{3}$ This process is referred to as the unwrapping of the QC code to obtain a time-invariant convolutional code. In Figure 1, we use the above example to illustrate this process using the scalar parity-check matrices $\mathbf{H}_{Q C}^{(7)}$ and $\overline{\mathbf{H}}_{\text {conv }}$ which describe the QC and the convolutional codes, respectively. Starting from the binary parity-check matrix $\mathbf{H}_{\mathrm{QC}}^{(7)}$ (Fig. 1(a)), we reorder the rows and columns as described above to obtain $\overline{\mathbf{H}}_{\mathrm{QC}}^{(7)}$ and cut it along the diagonal in steps of $J \times L$ (Fig. 1(b)). Then the upperdiagonal portion is patched to the bottom of the lower-diagonal portion, and the resulting diagonally-shaped matrix is repeated

[^1]indefinitely to obtain the matrix $\overline{\mathbf{H}}_{\text {conv }}$ in (2) (Fig. 1(c)). This method of cutting and pasting parts of $\mathbf{H}_{Q \mathrm{C}}^{(r)}$ to obtain the matrix $\overline{\mathbf{H}}_{\text {conv }}$ is naturally referred to as unwrapping $\mathbf{H}_{Q \mathrm{C}}^{(r)}$ to $\overline{\mathbf{H}}_{\text {conv }}$.

The relation between the minimum Hamming weight and the minimum pseudo-weight of a QC code and those of the unwrapped time-invariant convolutional code obtained from it can be found in [1], [2] and [7]. For any codeword $c(D)$ with finite support in the time-invariant convolutional code, its $r$ wrap-around vector $c(X) \bmod \left(X^{r}-1\right) \in$ $\left(\mathbb{F}_{2}[X] /\left(X^{r}-1\right)\right)^{L}$, is a codeword in the associated QC code, and their Hamming weights are linked by the inequality $w_{\mathrm{H}}\left(c(X) \bmod \left(X^{r}-1\right)\right) \leqslant w_{\mathrm{H}}(c(D))$, which gives the inequality [1], [2] $d_{\text {min }}\left(C_{Q C}^{(r)}\right) \leqslant d_{\text {free }}\left(C_{\text {conv }}\right)$, for all $r \geqslant 1$. Moreover, for the AWGNC, BEC, and BSC pseudo-weights, if $\boldsymbol{\omega}(D) \in(\mathbb{R}[D])^{L}$ is a pseudo-codeword in the timeinvariant convolutional code, then $\omega(X) \bmod \left(X^{r}-1\right) \in$ $\left(\mathbb{R}[X] /\left(X^{r}-1\right)\right)^{L}$ is a pseudo-codeword in the associated QC code and their pseudo-weights are linked by the inequality $w_{\mathrm{p}}\left(\boldsymbol{\omega}(X) \bmod \left(X^{r}-1\right)\right) \leqslant w_{\mathrm{p}}(\boldsymbol{\omega}(D))$, which leads to [7]

$$
w_{\mathrm{p}}^{\min }\left(\mathbf{H}_{\mathrm{QC}}^{(r)}(X)\right) \leqslant w_{\mathrm{p}}^{\min }\left(\mathbf{H}_{\mathrm{conv}}(D)\right)
$$



Fig. 1. Deriving a time-invariant LDPC convolutional code from a QC LDPC block code: (a) QC LDPC code, (b) after reordering of rows and columns, (c) after unwrapping.

## III. Deriving Time-Varying Convolutional Codes From QC Block Codes

Motivated by the results of [8], we now consider an alternative version of unwrapping, without prior row and column reordering. In this approach, we directly unwrap the binary parity-check matrix $\mathbf{H}_{\mathrm{QC}}^{(r)}$ in steps of $J \times L$ to obtain the paritycheck matrix $\tilde{\mathbf{H}}_{\text {conv }}$. In general, $\tilde{\mathbf{H}}_{\text {conv }}$ describes a periodically time-varying rate $R=(L-J) / L$ convolutional code with syndrome former memory $m_{\mathrm{s}} \leqslant r-1$ (the same as for
the time-invariant codes) and period $r$. We demonstrate this approach in Figure 2, using the same QC block code as in Figure 1.


Fig. 2. Deriving a time-varying LDPC convolutional code from a QC LDPC block code: (a) QC LDPC code, (b) after unwrapping.

Although the unwrapping step size of $J \times L$ is fixed for the time-invariant code construction, there is no such constraint on the step size of the time-varying unwrapping. We can choose any step size $J k \times L k$, where $0<k \leqslant r$ and $J k, L k \in \mathbb{Z}$. The special case of $k=r$, for example, corresponds to repeating the original QC block code indefinitely, and is therefore of no practical interest. On the other hand, this special case helps to show the connection between the block and convolutional codes. Another convenient feature of the time-varying unwrapping is that a family of time-varying convolutional codes can be derived by choosing different values for the circulant size $r$ of the QC block code. The resulting time-varying codes have syndrome former memory $m_{\mathrm{s}} \leqslant r-1$ and period $r$ for different values of $r$. This property is not shared by the timeinvariant unwrapping, however, since for any circulant size $r$ the resulting time-invariant code is the same.

## IV. Pseudo-codewords and Cycles in Time-varying CONVOLUTIONAL CODES

Similar to the comparison of the minimum Hamming weights and the minimum pseudo-weights of the original QC code and the unwrapped time-invariant convolutional code, we can also compare the original QC code to the time-varying convolutional code $\tilde{C}_{\text {conv }}$ given by the parity-check matrix $\tilde{\mathbf{H}}_{\text {conv }}$. Let c be a codeword with finite support in the timevarying convolutional code and let $\mathrm{c} \bmod (r L) \in \mathbb{F}_{2}^{r L}$ be its $r$ wrap-around vector in the associated QC code. ${ }^{4}$ So, by definition, c is in the null-space of the matrix $\tilde{\mathbf{H}}_{\text {conv }}$. Note that any row vector $\mathbf{r}$ of the matrix $\mathbf{H}_{\mathrm{QC}}^{(r)}$ can be obtained by patching together two row vectors $\mathbf{r}^{\prime}$ and $\mathbf{r}^{\prime \prime}$ of the matrix $\tilde{\mathbf{H}}_{\text {conv }}$ that have disjoint support (no overlapping ones). Since $\mathbf{c}$ is in the null space of each of the vectors $\mathbf{r}^{\prime}$ and $\mathbf{r}^{\prime \prime}$, and these vectors have disjoint support, we obtain that the vector $\mathrm{c} \bmod (r L)$ is in the null space of the vector $\mathbf{r}$. (For

[^2]example, note that the first and the fifteenth rows of the convolutional code matrix in Figure 2(b) can be patched together to form the first row of the block code matrix in Figure 2(a).) Hence any codeword with finite support c in the timevarying convolutional code wraps to a codeword $\mathbf{c} \bmod (r L)$ in the associated QC code. Their Hamming weights are linked through $w_{\mathrm{H}}(\mathbf{c} \bmod (r L)) \leqslant w_{\mathrm{H}}(\mathbf{c})$, which, similar to the time-invariant case [1], [2], gives (under very mild conditions on the convolutional code) the inequality
$$
d_{\min }\left(\mathrm{C}_{\mathrm{QC}}^{(r)}\right) \leqslant d_{\text {free }}\left(\tilde{\mathrm{C}}_{\text {conv }}\right), \text { for all } r \geqslant 1
$$

In order to compare the minimum pseudo-weights of the two codes, we recall from [7] that we can describe the pseudocodewords in a code $C \subset \mathbb{F}_{2}^{n}$ given by a parity-check matrix $\mathbf{H}$ as elements of the fundamental cone $\mathcal{K}(\mathbf{H})$ of $\mathbf{H}$. The fundamental cone can be described by a set of inequalities [9], [10]. Let $\mathcal{I} \triangleq \mathcal{I}(\mathbf{H})$ be the set of column indices of $\mathbf{H}$ and $\mathcal{J} \triangleq \mathcal{J}(\mathbf{H})$ be the set of row indices of $\mathbf{H}$, respectively, and, for each $j \in \mathcal{J}$, let $\mathcal{I}_{j} \triangleq \mathcal{I}_{j}(\mathbf{H}) \triangleq\left\{i \in \mathcal{I} \mid h_{j i}=1\right\}$ be the support of the $j$-th row of $\mathbf{H}$. Then a vector $\boldsymbol{\omega}=$ $\left(\omega_{1}, \ldots, \omega_{n}\right) \in \mathbb{R}^{n}$ is in the fundamental cone $\mathcal{K} \triangleq \mathcal{K}(\mathbf{H})$ if and only if

$$
\begin{align*}
\omega_{i} \geqslant 0 & \text { for all } i \in \mathcal{I}(\mathbf{H})  \tag{4}\\
\sum_{i \in\left(\mathcal{I}_{j} \backslash\left\{i^{\prime}\right\}\right)} & \omega_{i} \geqslant \omega_{i^{\prime}} \quad \tag{5}
\end{align*} \quad \text { for all } j \in \mathcal{J}(\mathbf{H}) \text { and for all } i^{\prime} \in \mathcal{I}_{j}(\mathbf{H}) . ~ \$
$$

Hence a pseudo-codeword satisfies certain inequalities associated with each row of the parity-check matrix. Now let $\boldsymbol{\omega}$ be a pseudo-codeword with finite support in the timevarying convolutional code and let $\boldsymbol{\omega} \bmod (r L) \in \mathbb{R}_{2}^{r L}$ be its $r$ wrap-around vector in the associated QC code. As is shown next, we have that $\boldsymbol{\omega}$ satisfies the fundamental cone inequalities described above associated with each of the rows of the matrix $\tilde{\mathbf{H}}_{\text {conv }}$. Indeed, as explained above, any row vector $\mathbf{r}$ of the matrix $\mathbf{H}_{\mathrm{QC}}^{(r)}$ can be obtained by patching together two row vectors $\mathbf{r}^{\prime}$ and $\mathbf{r}^{\prime \prime}$ of the matrix $\tilde{\mathbf{H}}_{\text {conv }}$ that have disjoint support, we obtain that the vector $\boldsymbol{\omega} \bmod (r L)$ satisfies the inequalities corresponding to the row r. Hence any pseudo-codeword with finite support $\omega$ in the time-varying convolutional code wraps to a pseudo-codeword $\boldsymbol{\omega} \bmod (r L)$ in the associated QC code. Moreover, we showed in [7] that their AWGNC, BEC, and BSC pseudo-weights are then linked through the inequality $w_{\mathrm{p}}(\boldsymbol{\omega} \bmod (r L)) \leqslant w_{\mathrm{p}}(\boldsymbol{\omega})$, which leads to

$$
w_{\mathrm{p}}^{\min }\left(\mathbf{H}_{\mathrm{QC}}^{(r)}\right) \leqslant w_{\mathrm{p}}^{\min }\left(\tilde{\mathbf{H}}_{\text {conv }}\right)
$$

It is well known that cycles in the Tanner graph representation of a sparse code affect the iterative decoding algorithm, with short cycles generally pushing its performance further away from optimum. (Indeed, an attempt to investigate and minimize these effects has been made in [11] and [12], where the authors propose LDPC code construction procedures to maximize the connectivity of short cycles to the rest of the graph, thus maximizing the independence of the messages
flowing through a cycle.) Hence it is common practice to design codes that do not contain short cycles, so as to obtain independent messages in at least the initial steps (iterations) of the decoding process.

We now show that unwrapped convolutional codes have better cycle properties than their QC block code counterparts. In particular, we show that any cycle in a convolutional code derived by unwrapping a QC block code always maps to a cycle of the same or smaller length in the underlying QC block code. This result holds for both time-invariant and time-varying convolutional codes, since the additional step of row/column reordering in the time-invariant code derivation does not affect the cycle structure in the Tanner graph of the underlying block code.

Let $\mathcal{C}_{\text {conv }}$ be the convolutional code derived by unwrapping a QC block code $\mathcal{C}_{\mathrm{QC}}^{(r)}$. Take a cycle $\left(v_{I(0)}, v_{I(1)}, \ldots, v_{I(L-1)}\right)$ of length $2 L$ in the Tanner graph of the convolutional code, such that the sequence of variable nodes, in cyclic order, $v_{I(0)} \rightarrow v_{I(1)} \rightarrow \cdots \rightarrow v_{I(L-1)} \rightarrow v_{I(0)}$ constitutes a cycle in the Tanner graph associated with the convolutional code. Here, $\mathbf{I}=(I(0), I(1), \ldots, I(L-1))$ is an index vector of length $L$ and all of its elements are unique by definition of a cycle. Consider the modulo index vector $\tilde{\mathbf{I}}$ obtained by letting $\tilde{I}(i)=$ $I(i) \bmod (n), i=0,1, \ldots, L-1$. This operation corresponds to wrapping the convolutional code back to the underlying QC block code and yields the path $\left(v_{\tilde{I}(0)}, v_{\tilde{I}(1)}, \ldots, v_{\tilde{I}(L-1)}\right)$ in the Tanner graph of the QC code. If all elements of this path are unique, the path is a cycle of length $2 L$ in the Tanner graph of the underlying QC code. Otherwise, there is at least one repetition in the vector $\tilde{\mathbf{I}}$, i.e., it cannot be a cycle itself, although it can be partitioned into shorter cycles. For any repetition in vector $\tilde{\mathbf{I}}$, let $i$ and $j$ be two positions such that $\tilde{I}(i)=\tilde{I}(j)$, with $j>i$. This repetition yields a cycle of length $2 \min (j-i, L+i-j)$. It follows that

$$
2 \leqslant 2 \min (j-i, L+i-j) \leqslant 2\left\lfloor\frac{L}{2}\right\rfloor \leqslant L<2 L
$$

The only case where the lower bound is achieved with equality is when $j=i+1$. However, $v_{I(i)}$ and $v_{I(i+1)}$ cannot follow each other in a cycle in the convolutional code graph, since by construction two distinct copies of a variable node in the QC block code cannot participate in a common check equation of the unwrapped convolutional code. Therefore,

$$
2<2 \min (j-i, L+i-j) \leqslant 2\left\lfloor\frac{L}{2}\right\rfloor \leqslant L<2 L
$$

and a cycle in the unwrapped convolutional code maps to a cycle of the same or smaller length in the QC block code.

## V. Simulation Results

In the previous section, we showed that better pseudoweight properties result when we unwrap a QC block code using the time-varying unwrapping procedure, similar to the results of [7] for the time-invariant unwrapping. This suggests that a time-varying LDPC convolutional code constructed in this fashion will perform better than the underlying QC LDPC block code. In this section we use computer simulations
on an additive white Gaussian noise (AWGN) channel to demonstrate this improved BER performance. In addition, we investigate how the time-varying convolutional code performs compared to its time-invariant counterpart obtained from the same underlying QC block code.

We take the same example code used in [7], a [155,64] $(3,5)$-regular QC LDPC block code whose parity-check matrix contains 3 ones per column and 5 ones per row with circulant size $r=31$. We apply the methods described in Section III to construct a variety of time-invariant and time-varying convolutional codes. The block code has a polynomial parity-check matrix given by

$$
\mathbf{H}_{\mathrm{QC}}^{(r)}(X)=\left[\begin{array}{ccccc}
X & X^{2} & X^{4} & X^{8} & X^{16} \\
X^{5} & X^{10} & X^{20} & X^{9} & X^{18} \\
X^{25} & X^{19} & X^{7} & X^{14} & X^{28}
\end{array}\right]
$$

The rate $R=b / c=2 / 5$ time-invariant convolutional code obtained from this block code has syndrome former memory $m_{\mathrm{s}}=28$, corresponding to an overall constraint length of $\nu=\left(m_{\mathrm{s}}+1\right) \cdot c=145$. On the other hand, we can obtain rate $R=2 / 5$ time-varying convolutional codes with syndrome former memories $m_{\mathrm{s}}=30,47$, and 79 by performing the time-varying unwrapping (cutting along the diagonal of $\mathbf{H}_{\mathrm{QC}}^{(r)}$ in steps of $3 \times 5$ ) on QC block codes with the same polynomial parity-check matrix and circulant sizes of 31,48 , and 80 , respectively. (The time-invariant unwrapping for each of the QC codes with different circulant sizes gives the same $m_{\mathrm{s}}=$ 28 convolutional code since the time-invariant unwrapping utilizes the polynomial parity-check matrix structure only and not the circulant size.)

A sliding window message-passing decoder was used to decode the convolutional codes (see, e.g., [5]). Conventional LDPC block code decoders were employed to decode the QC LDPC block code. All decoders were allowed a maximum of 50 iterations, and the block code decoders employed a syndrome-check based stopping rule. The resulting BER performance of these codes is shown in Figure 3.


Fig. 3. Performance of three (3,5)-regular QC LDPC block codes and their associated LDPC convolutional codes.

We note that the time-invariant LDPC convolutional code
performs between 0.5 dB and 1.0 dB better than the QC LDPC block code in the low-to-moderate SNR region and that the gain drops to only about 0.2 dB in the high SNR region. On the other hand, the time-varying LDPC convolutional codes achieve significantly better performance, with gains ranging between 1.9 dB and 2.8 dB at a $B E R$ of $10^{-6}$ compared to their corresponding QC LDPC block codes. We also note that the gains increase with increasing circulant size.

Since all the simulated codes are $(3,5)$-regular, their computational complexity is equivalent. Thus we adopt the notion of processor complexity (see [13]) to compare the block and convolutional codes. A decoder's processor complexity is proportional to the maximum number of variable nodes that can participate in a common check equation. This is the block length $n$ for a block code, since any two variable nodes that are $n-1$ positions apart can participate in the same check equation. For a convolutional code, this is equal to the overall constraint length $\nu$, since no two variable nodes that are more than $\nu$ positions apart can participate in the same check equation. Thus, for a comparison based on processor complexity, we require that $n=\nu$. The time-varying convolutional code derived from the QC code with circulant size $r=31$ has overall constraint length $\nu=\left(m_{\mathrm{s}}+1\right) c=150$, and hence approximately the same processor complexity as the QC block code of length $n=155$ and the time-invariant convolutional code with $\nu=140$, but it achieves large BER gains compared to both of these codes. We note, in addition, that the performance of the time-varying convolutional code with syndrome former memory $m_{\mathrm{s}}=80$ and overall constraint length $\nu=400$ is quite remarkable, since, at a BER of $10^{-5}$, it performs within 1 dB of the iterative decoding threshold of 0.965 dB , while having the same processor complexity as a block code of length only $n=400$.

## VI. DISCUSSION

The simulation results presented in Section V demonstrate substantial BER performance gains for LDPC convolutional codes obtained by unwrapping QC LDPC block codes. In addition, they demonstrate that larger gains are available with time-varying unwrappings than with time-invariant unwrappings. The results of [7] explain the superiority of the time-invariant convolutional codes compared to the QC block codes. Similarly, the results of Section IV provide a plausible explanation for the performance difference between the timevarying and time-invariant convolutional codes. For example, we have examined the cycle histograms of the convolutional codes obtained from the QC block code of length $n=155$ for each type of unwrapping. The girth ${ }^{5}$ of the QC code is 8 and it has an average of 7 cycles of length 8 and 10.65 cycles of length 10 . The corresponding time-invariant convolutional code has 5.8 cycles of length 8 and 9.6 cycles of length 10 , and the time-varying convolutional code has 3.57 cycles of length 8 and 10.32 cycles of length 10 . Hence, we see that many of the short cycles in the QC block code are broken to yield cycles of

[^3]larger length by the time-invariant unwrapping and that even more cycles are broken by the time-varying unwrapping.

## VII. Conclusions

In this paper, we showed that significant BER performance gains can be achieved by unwrapping QC LDPC block codes to obtain time-invariant and time-varying LDPC convolutional codes. The resulting convolutional codes are shown to have better pseudo-codeword properties and better cycle histograms, allowing them to outperform their block code counterparts. For example, the time-varying convolutional codes derived from the QC LDPC block codes described in Section V have been shown to achieve gains ranging from 1.9 dB to 2.8 dB at a BER of $10^{-6}$ while operating at SNR's close to the iterative decoding threshold.
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[^0]:    ${ }^{1} \mathbf{I}_{a}$ denotes the $a$-times left-circularly-shifted identity matrix.

[^1]:    ${ }^{2}$ A similar convolutional-like parity-check matrix for a class of QC LDPC block codes was recently proposed in [6].
    ${ }^{3}$ In some cases, a smaller value of $m_{\mathrm{s}}$ may be obtained by removing common factors from the rows of the polynomial parity-check matrix $\mathbf{H}_{\mathrm{conv}}(D)$. For example, in (2), an equivalent $\mathbf{H}_{\mathrm{conv}}(D)$ with $m_{\mathrm{s}}=3$ can be obtained.

[^2]:    ${ }^{4}$ If $\mathbf{v}=\left(v_{i}\right)_{0 \leqslant i<N}$ is a length- $N$ vector then $\mathbf{v} \bmod A=$ $\left(\sum_{j: 0 \leqslant s+j A<N} v_{s+j A}\right)_{0 \leqslant s<A}$.

[^3]:    ${ }^{5}$ The class of QC LDPC codes constructed in [4], [5] is known to have good girth properties.

