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Abstract — A new class of rate 1/2 convolutional
codes called strongly MDS convolutional codes are in-
troduced and studied. These are codes having optimal
column distances. Properties of these codes are given
and a concrete construction is provided.

An [n, k, §] convolutional code is called MDS if its free dis-
tance is maximal among all rate k/n convolutional codes of de-
gree § under the bound: dfree < (n—k) (|6/k] +1)+0+1, see
[2, 3]. Strongly MDS codes are a subclass of MDS codes which
have a remarkable decoding capability. We show in this paper
that a [2,1, d] strongly MDS code can correct up to & errors
in any sliding window of 46 4+ 2 code symbols. This compares
to an MDS block code with parameters [n,n/2], n = 44 + 2,
which corrects up to § errors in any slotted window (block) of
length 46 + 2.

Let C be a rate 1/2 convolutional code over a field F, gen-
erated by G(D) = [ a(D) b(D) ], with a(D) = ao +... +
asD% b(D) = bo+...+b;D%, ap # 0 or by # 0, and a(D), b(D)
coprime.

A parity check matrix for C is given by
H(D)=[ —-b(D) a(D) ]. We expand the matrix H(D) into
H(D)=Ho+...+ HsD’ H; ¢ **% 5 =0,...,4. Let

Hyp
H; Hy
H = . i

c FUTLX2G+1) 1)
Hj Hj'_l ... Hp
and let

a5 = mip {wi((wo, .-, ) |0, ., v5) € ker HS),

be the jth column distance of the code C. We have the fol-
lowing natural bound on the dj.

Theorem 1 A convolutional code of rate 1/2 has the jth col-
umn distance bounded above by di < j + 2. We also have
df'ree S 26 + 2.

Definition 2 A code with dfree = 26 + 2 will be called MDS
convolutional code.

Corollary 3 The index j = 26 is the earliest step at which
a rate 1/2 MDS convolutional code can attain equality dj =
dfree in the distance inequality:

d5<dS < ... <dS =dfrec =20+2.

Definition 4 A rate 1/2, degree §, convolutional code is
called strongly MDS if d55 = 26 + 2 = dfyee.

Theorem 5 Let C be a 1/2 rate convolutional code of degree
8. Let A be the submatriz of Hss consisting of the columns
with indices 1,3,...,26 + 1 and denote by B the remaining
submatriz. Put T := B™'A. The following statements are
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equivalent:

1) The code C is strongly MDS;

2) d5s =26 +2 =dfree;

3) The first column of the matriz [T, I] is not a linear combi-

nation of any 2§ other zolumns of that matriz;
0

h1 ho

4) The matriz T = has the prop-

h25 h25ﬁ1 ho
erty that all its square submatrices A3 """ formed by the
i1y... % TOws and ji,...,Jr columns of T, are invertible, for
all 1 <7 < 20+1 and all indices 1 < 41 < ... < ipr <
20+1,1<j1 <...<jr <26+ 1 which satisfy jo < i, for
v=1,...,r.

Example 6 Let n = 2§ and consider the (n + 1) x (n + 1)
matrix

1
1 1
X= . : 2
Sy
Then T := X" is a totally positive matriz, i.e. T satisfies

Property 4) over large enough prime fields, see {1}.

Decoding: Let (y(D), 2(D)) € (FID])® be a received mes-
sage and let (v(D),w(D)) € C the transmitted vector and
(Ff(D),e(D)) € (F[D])® the error vector, y(D) = v(D) +
(D), %(D) = w(D) + e(D).

Suppose we have corrected all the components received
before yo, 20. Assuming that the weight of the error
[ fo fos eo ess |7 in this 46 + 2 window is at
most §, we find an algorithm that computes fo and eo. Know-
ing fo and ep we update our received message, and move one
step further.

The following theorem tells that such an algorithm exists.

Theorem 7 Let f = (fo,..., f25)7,e = (eo, - ..
vectors in F2°*Y such that
wt[ f e T <4 Let

, 625)T be two

[T I][f el"=[s =

If[f & ]T is another solution of the equation (8) with
f e ]T < § then fo = fo,e0 = &o.

s25 | 3)
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