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a b s t r a c t 

We propose a chemo-thermal model that considers both diffusion and reaction phenomena, consump- 

tion and formation of species, and heat generation due to chemical reactions. We study the thermal and 

chemical processes in combustion of heterogeneous reactive materials at the microstructural level. The 

model is applied to the combustion of Nickel and Aluminum (Ni/Al) composites. We provide numerical 

results such as the reaction front speed, reaction time, and temperature evolution during reaction and 

compare those with the existing experimental data. Sensitivity analysis and Bayesian calibration of the 

diffusion and reaction parameters are performed. We show that both diffusion and reaction are strongly 

coupled in thin zones such that neither can be neglected. Moreover, a multi-fidelity and multi-scale Gaus- 

sian process emulator is developed to overcome the computational cost of the simulations at different 

length-scales. 

© 2019 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Combustion of condensed phase reactive systems has been

tudied for fabricating and processing a wide variety of advanced

aterials such as alloys [1,2] , intermetallic compounds [3–5] , com-

lex oxides [6–8] , super hard materials [9] , and biological materials

10,11] . Combustion synthesis (CS) [12] also has numerous practi-

al applications including in electronic devices [13,14] , battery and

nergy materials [15,16] , and drug delivery [17,18] . CS is often char-

cterized by self-propagating and high temperature processes [19] ,

harp gradients, rapid self-sustained reaction waves, and intense

eat release [20,21] . There are two distinct initiation cases for CS.

n the first, a highly exothermic reaction is initiated locally by a

hermal impulse which leads to the formation of a self-propagating

igh-temperature synthesis wave [14,22] . In the second case, an

xothermic reaction is induced uniformly throughout the whole

olume of the composite and a spatially homogeneous thermal ex-

losion takes place [3,23] . 

Numerous works have investigated CS to elucidate the mech-

nisms and processes using theoretical [24,25] , experimental

23,26] , or numerical [21,27] approaches. Merzhanov [28] ex-

ended the theory of condensed phase combustion [29] to
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elf-propagating high-temperature synthesis. Then, this theory 

as been applied to study combustion stability [30] , unsteady

rocesses such as pulsating [31] and spinning [32] combustion,

nd effects of competing reactions [33] . Early theoretical models

lso considered the flame velocity and its dependency on the layer

hickness and described the exothermic effects [34–36] . However,

he reaction mechanisms and combustion characteristics that

nfluence the process, especially at the microstructural level, are

till not fully understood [27,37] . A common simplified approach

or the numerical study of CS is to ignore the microstructural mor-

hology and assume spatially homogeneous material properties

24,35] . This approach is based on classical coarse-grained models

hat consider the overall reaction rate [27] so that the system

s represented by mean-field variables. Although this approach

s reasonably accurate when the length-scale is small, it cannot

apture complex dynamics interacting with material morphology.

nother approach provides simplification through model reduction

y means of a diffusion equation for the concentrations and a one-

imensional form of the energy equation [22,25,38] . Such models

gnore heat losses, temperature variations in the direction per-

endicular to the chemical front, and assume a diffusion-limited

echanism neglecting detailed coupling between reaction and

iffusion processes. However, experimental studies [39,40] have

hown that the microstructure and material heterogeneity play an

mportant role on the reaction mechanisms and kinetic processes.

herefore, a detailed chemo-thermal model with both diffusion
. 

https://doi.org/10.1016/j.combustflame.2019.05.038
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Fig. 1. An arbitrary multi-phase body B and computational domain �, partitioned 

by two �D and �N boundaries. 
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and kinetics equations that respect the material morphology is

needed. 

It is worth noting that the initial heterogeneous microstructures

are typically fabricated using different techniques such as cold-

rolling [41,42] and high-energy ball milling (HEBM) [43,44] . For

example, HEBM as a mechanical activation process is used to en-

hance reactivity of materials by drastically increasing the interfa-

cial area between constituents and reducing the required diffusion

length-scale [26,45,46] . 

The objective of this work is to study combustion in heteroge-

neous materials induced by a thermal stimulus that respects the

detailed microstructure and coupled reaction-diffusion processes

at that scale. In particular, attention is given to the mechanically

activated microstructures (i.e., HEBM composites) with lower

activation energies and solid state combustion processes. We

also focus on a simple (i.e., a single particle) microstructure with

micron length-scales rather than nano-foils or nano-composites,

due to the large computational cost of these fine length-scale

simulations. Resolving the essential time- and length-scales of

microstructures with multiple particles or nanostructures requires

highly parallel computational strategies [47,48] . We provide tem-

perature, phase formation and combustion characteristics such as

the reaction front speed, reaction time, and temperature increment

during chemical process. To do so, a detailed two-way coupled

thermodynamically consistent chemo-thermal model for combus-

tion of reactive solids is presented. We consider both reaction and

diffusion processes in the proposed model. The diffusion model in

this work is volumetric diffusion through reactants and products.

The model can capture thermal and chemical processes in both

homogeneous and heterogeneous systems. Moreover, because we

only consider a single particle, we neglect particle-to-particle

surface physics. Then, the model is implemented in a robust

multi-physics finite element solver, iSim [49] , which is part of the

PGFem3D’s computational suite [47,48,50] . 

For a given set of material properties, reaction and diffusion

parameters, and microstructure geometry, the solver provides

temporally and spatially resolved quantities including temperature,

concentrations, and reaction rates. The model is applied to the

formation of NiAl with Bayesian calibration and sensitivity analysis

of the diffusion and reaction parameters. The sensitivity analysis

illustrates that both diffusion and reaction are essential compo-

nents. We also study the effect of microstructure and provide

detailed numerical simulations which highlight the capabilities of

the multi-physics solver. Furthermore, we use a Bayesian frame-

work [51,52] to infer the material properties and the underlying

length-scale of the microstructure from measurement data. In the

Bayesian framework, prior knowledge of the material properties

and the length-scale of the microstructure is updated to posterior

using response from the solver. To reduce the computational

cost of the Bayesian analysis, we develop a multi-fidelity and

multi-scale Gaussian process emulator [52,53] . The emulator is

constructed by utilizing a small number of runs on a hetero-

geneous domain and a large number of runs on a premixed

domain. 

The remainder of the manuscript is organized as follows.

Section 2 is devoted to the proposed model and the governing and

constitutive equations. It also provides specification of the model

for the Ni–Al reactive system. Section 3 presents the finite element

weak forms and the computational framework/implementation of

governing equations. Sensitivity analysis and Bayesian calibration

of the parameters, effect of microstructure, the multi-fidelity and

multi-scale Gaussian process emulator, and the results from a de-

tailed numerical simulation are presented in Section 4 . Finally, con-

clusions and future directions are drawn in Section 5 . 
t  
. Governing equations 

We first provide a concise presentation of the equations used to

odel our system. Our model is built in the context of a classical

ontinuum mixture theory. More details can be found in [54–56] .

e consider an open thermodynamic system in which diffusive

eat and mass transfer can occur within the domain and across

he boundary. Let x be a spatial point within a multi-phase body B
n a configuration �(B) ⊂ R 

d , where d denotes the number of spa-

ial dimensions (see Fig. 1 ). We assume that the body does not de-

orm. The divergence and gradient with respect to x are denoted by

·( • ) and ∇( • ). The boundary of the domain, ∂�, is partitioned by

irichlet, �D , and Neumann, �N , boundaries such that �D ∩ �N = ∅
nd �D ∪ �N = ∂�. Here, n ( x ) denotes the unit outward normal to

he boundary. We denote time by t ∈ (0 , T ] where T is the time

nterval of interest. 

Now, we describe the governing equations for the coupled

hemo-thermal model. Conservation of mass takes the form 

∂ρ

∂t 
+ ∇ · ( ρv (x , t) ) = 0 in � × (0 , T ] , (1)

here ρ is the mixture density and v is the mass-averaged mix-

ure velocity. We consider cases where there is no bulk mixture

otion. Because we focus on chemo-thermal behavior of reactive

aterials, there is also no material deformation. Therefore, v = 0 .

s a consequence ∂ ρ/∂ t = 0 . Moreover, there is no work due to

eformation, nor volume change in the material. 

We make the further assumption that ρ = constant for all space

nd time. This represents a modeling compromise for mixtures like

i, Al, and NiAl where each material has a distinct density. 

The conservation of energy (the first law of thermodynamics) is

iven by 

˙ e (x , t) = −∇ · q j (x , t) in � × (0 , T ] , (2)

here e is the specific mixture internal energy, q j is the diffu-

ive energy flux, and the superposed dot indicates the material

ime derivative. Because the velocity is equal to zero, the mate-

ial derivative is simply ∂ / ∂ t . In Section 2.2 , we will show that the

nergy equation can be expressed in terms of temperature θ , as 

c ˙ θ (x , t) + ∇ · q j (x , t) = 

c q (x , t) in � × (0 , T ] , (3a)

(x , t) = ̃

 θ (x , t) on �D × (0 , T ] , (3b)

 j · n = ̃

 j (x , t) on �N × (0 , T ] , (3c)

(x , t = 0) = θ | t=0 (x ) in �, (3d)

here c = c v = c p is the mass-averaged specific heat of the mixture

t constant volume and pressure, and 

c q is the chemical heating

erm. Here, ˜ θ and 

˜ j are the prescribed temperature and heat flux
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n the boundary, and θ | t=0 is the initial temperature. The evolu-

ion of N s chemical species takes the form 

˙ Y i (x , t) + ∇ · m j i (x , t) = M i ˙ ω i (x , t) in � × (0 , T ] , (4a) 

 i (x , t) = ̃

 Y i (x , t) on �D 
i × (0 , T ] , (4b) 

 j i · n = 0 on �N 
i × (0 , T ] , (4c) 

 i (x , t = 0) = Y i | t=0 (x ) in �, (4d)

here Y i , 
m j i , M i , and ˙ ω i are mass fraction, diffusive mass flux,

olecular mass, and molar rate of production/consumption of i th

hemical species for i = 1 , 2 , . . . , N s , respectively. Here, ˜ Y i is the i th

rescribed mass fraction and Y i | t=0 is the initial mass fractions. 

We adopt the following properties of a multi-component mix-

ure [57,58] with N s species 

θ = θi , 

N s ∑ 

i =1 

Y i = 1 , e = 

N s ∑ 

i =1 

Y i e i , c = 

N s ∑ 

i =1 

Y i c i , 

 = 

N s ∑ 

i =1 

Y i ψ i , η = 

N s ∑ 

i =1 

Y i ηi , and h = 

N s ∑ 

i =1 

Y i h i , (5) 

here ψ , η, and h , are the Helmholtz free energy, entropy, and

nthalpy of the mixture, and the subscript i indicates a property

f the i th species. The entropy and enthalpy of species i can be

xpressed as 

i = η0 ,i + c i ln 

[
θ

θ0 

]
− R 

M i 

ln [ y i ] , (6a) 

 i = h 0 ,i + c i (θ − θ0 ) , (6b) 

here η0, i and h 0, i are the entropy and heat of forma-

ion for species i at reference temperature θ0 . Here, y i =
( Y i /M i ) / 

∑ N s 
j=1 

(
Y j /M j 

)
are the species mole fractions, 

∑ N s 
i =1 

y i = 1 ,

nd R = 8 . 314 J / (mol · K) is the universal gas constant. In this work,

| t=0 = θ0 . Finally, the mixture thermal conductivity λ is defined as

λ = 

N s ∑ 

i =1 

Y i λi , (7) 

here λi is the conductivity of component i . 

.1. Constitutive equations 

We shall consider energy flux as the sum of the heat conduc-

ion and the enthalpy transported by mass diffusion [54,56] 

 j = q + 

N s ∑ 

i =1 

h i 
m j i . (8)

he heat conduction, q , is taken to be governed by the Fourier

odel 

 = −λ∇θ . (9) 

imilarly, we consider Fickian diffusion [59,60] for mass transfer 

 j i = −ρD (θ ) ∇Y i , (10)

here 
∑ N s 

i =1 
m j i = −ρD ∇ 

(∑ N s 
i =1 

Y i 
)

= 0 . Here, D ( θ ) is a volumetric

ass diffusivity with an Arrhenius-like temperature dependency

61,62] given by 

 (θ ) = D 0 exp 

[ 
− E d 

R θ

] 
, (11)

here D 0 is the diffusion pre-exponent and E d is the diffusion ac-

ivation energy. 

We assume each of the N s species evolve in N r reactions dic-

ated by the law of mass action whose rates have temperature-

ensitivity dictated by an Arrhenius law as 

˙  i = 

N r ∑ 

k =1 

νik r k , (12a) 
 k = k k (θ ) 
N s ∏ 

j=1 

(
ρY j 

M j 

)ν ′ 
jk 

( 

1 − 1 

K eq k (θ ) 

N s ∏ 

j=1 

(
ρY j 

M j 

)ν jk 

) 

, (12b) 

 k = A k exp 

[ 
− E k 

R θ

] 
, (12c) 

 eq k = exp 

[−�G 

0 
k 

Rθ

]
, (12d) 

here r k is molar rate of reaction in the k th reaction. Here, ν ′ 
ik 

s the forward stoichiometric coefficient of i th reactant in the k th

eaction and ν ′′ 
ik 

is the reverse stoichiometric coefficient of the

 th product in the k th reaction, and both are non-negative num-

ers. We also denote νik = ν′′ 
ik 

− ν′ 
ik 

, the net stoichiometric coeffi-

ient. Here, A k , k k , K eq k 
and E k are the collision frequency coeffi-

ient, forward and equilibrium reaction rate coefficient, and chemi-

al kinetics activation energy of the k th reaction, respectively. Also,

G 

0 
k 

= 

∑ N s 
i =1 

νik g i is the net change of the Gibbs free energy, and

 i = h i − θηi is the Gibbs free energy for species i . 

.2. Thermodynamics 

Considering the Legendre transformation e = ψ + ηθ, the time

ate of change of internal energy is 

˙ 
 = 

˙ ψ + ˙ η θ + η ˙ θ . (13) 

he entropy of mixture is defined [57] as 

= −∂ψ 

∂θ
(14) 

nd its time derivative from Eq. (6a) and using η = 

∑ N s 
i =1 

Y i ηi from

q. (5) , is 

˙ = 

N s ∑ 

i =1 

˙ Y i ηi + 

N s ∑ 

i =1 

Y i ˙ ηi 

= 

N s ∑ 

i =1 

˙ Y i ηi + 

N s ∑ 

i =1 

Y i 

(
c i 

˙ θ

θ
− R 

M i 

˙ y i 
y i 

)
= 

N s ∑ 

i =1 

˙ Y i ηi + c 
˙ θ

θ
− R 

M 

N s ∑ 

i =1 

˙ y i . 

ecause 
∑ N s 

i =1 
y i = 1 , 

∑ N s 
i =1 

˙ y i = 0 . Thus 

˙ = 

N s ∑ 

i =1 

˙ Y i ηi + c 
˙ θ

θ
. (15) 

Defining ψ = ψ(θ, Y i ) , the time derivative of the mixture

elmholtz free energy by using Eq. (14) is 

˙ 
 = 

∂ψ 

∂θ
˙ θ + 

N s ∑ 

i =1 

∂ψ 

∂Y i 
˙ Y i , 

= −η ˙ θ + 

N s ∑ 

i =1 

∂ψ 

∂Y i 
˙ Y i . (16) 

ow, substituting Eqs. (13)–(16) , into Eq. (2) , the balance of energy

eads 

c ˙ θ + ∇ · q j = 

c q, (17)

here the chemical heat c q is defined as 

 q = −ρ
N s ∑ 

i =1 

(
ηi θ + 

∂ψ 

∂Y i 

)
˙ Y i . (18) 
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Table 1 

Properties of Ni, Al, and NiAl. 

Parameter Ni Al NiAl 

M i [ 
kg 

mol 
] 0.0587 0.027 0.0857 

c i [ 
kJ 

kg K 
] 0.4 4 4 [66] 0.89 [66] 0.537 [67] 

λi [ 
kW 

m K 
] 0.091 [68] 0.237 [69] 0.09 [70] 

M i h 0 ,i [ 
kJ 

mol 
] 0 [71] 0 [71] −72 [72] 
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We may define ∂ψ 

∂Y i 
= μi − μN s [63] . Here, μi and μN s are the

chemical potentials of the i th and N s th species, respectively. So, the

chemical heat c q becomes 

c q = −ρ
N s ∑ 

i =1 

( ηi θ + μi − μN s ) ̇ Y i , 

= −ρ
N s ∑ 

i =1 

( ηi θ + μi ) ̇ Y i − ρN s μN s 

N s ∑ 

i =1 

˙ Y i . 

recalling 
∑ N s 

i =1 
Y i = 1 , one gets 

∑ N s 
i =1 

˙ Y i = 0 . Thus, the chemical heat

reads 

c q = −ρ
N s ∑ 

i =1 

( ηi θ + μi ) ̇ Y i . (19)

upon substituting the balance of species ( Eq. (4a) ) into

Eq. (19) and using the fact that h i = ηi θ + μi , we get 

c q = −
N s ∑ 

i =1 

h i ( M i ˙ ω i − ∇ · m j i ) . (20)

Now, we can expand the balance of energy, Eq. (17) , by substi-

tuting q j from Eqs. (8)–(10) and 

c q from (20) , and rearrange it to

get 

ρc ˙ θ − ∇ · ( λ∇θ ) + 

N s ∑ 

i =1 

∇ · ( h i 
m j i ) = −

N s ∑ 

i =1 

( h i M i ˙ ω i − h i ∇ · m j i ) 

(21a)

ρc ˙ θ − ∇ · ( λ∇θ ) + 

N s ∑ 

i =1 

m j i · ∇h i = −
N s ∑ 

i =1 

h i M i ˙ ω i (21b)

ρc ˙ θ − ∇ · ( λ∇θ ) + 

N s ∑ 

i =1 

c i 
m j i · ∇θ = −

N s ∑ 

i =1 

h i M i ˙ ω i (21c)

ρc ˙ θ − ∇ · ( λ∇θ ) − ρD 

N s ∑ 

i =1 

c i ∇Y i · ∇θ = −
N s ∑ 

i =1 

h i M i ˙ ω i (21d)

ρc ˙ θ − ∇ · ( λ∇θ ) − ρD ∇c · ∇θ = −
N s ∑ 

i =1 

h i M i 

N r ∑ 

k =1 

νik r k . (21e)

appendix A shows that the proposed chemo-thermal model obeys

the second law of thermodynamics. 

2.3. Specification for Ni–Al combustion 

A detailed Ni and Al reaction mechanism, based on the phase

diagram [3] , occurs through intermediate phases such as NiAl 3 ,

Ni 2 Al 3 , and Ni 3 Al. Also, NiAl can form directly if the reaction is

initiated at temperature higher than the Al melting point [64,65] .

In this work, we consider the solid state reaction process and ne-

glect the intermediate phases to simplify the model calibration and

subsequent simulations. Thus, we consider one step reaction for Ni

and Al as 

Ni + Al −→ NiAl . (22)

Although quite simple, we will show that this single step reac-

tion mechanism provides reasonable understanding of NiAl forma-

tion. The energy equation, Eq. (21e) , takes the form 

ρc 
∂θ

∂t 
− ∇ · ( λ∇θ ) − ρD ∇c · ∇θ = −�H k r k , (23)
here the rate of reaction r k is 

 k = A k exp 

[ 
− E k 

R θ

] 
ρY Ni 

M Ni 

ρY Al 

M Al 

. (24)

ere, �H k = 

∑ N s 
i =1 

M i h i νik is the heat of reaction [54,56] . 

he chemical species equation, Eq. (4a) , for Ni and Al reads 

∂Y Ni 

∂t 
− ∇ · ( ρD ∇Y Ni ) = −M Ni r k , (25a)

∂Y Al 

∂t 
− ∇ · ( ρD ∇Y Al ) = −M Al r k . (25b)

nally, the conservation of mass, Eq. (1) , reduces to 

3 
 

i =1 

Y i = 1 , (26)

y which we obtain the mass fraction of NiAl (i.e., Y NiAl ). 

Using Ni and Al properties provided in Table 1 , for a stoichio-

etric Ni–Al reactive microstructure, 39.723% of the volume is oc-

upied by Ni and 60.277% by Al. For ρNi = 8 . 908 × 10 3 kg / m 

3 and

Al = 2 . 700 × 10 3 kg / m 

3 , the value of the constant mixture density,

, is 

= 0 . 397 ρNi + 0 . 603 ρAl = 5 . 165 × 10 

3 kg 

m 

3 
. (27)

ll other mixture properties including c and λ follow mixture rules

n Eq. (5) and are nonuniform in space and time. 

. Numerical implementation 

To employ the finite element method and solve Eqs. (23) and

25) , we introduce the following function spaces for the tempera-

ure field 

 

t := 

{
θ (x , t) ∈ H 

1 (�) 
∣∣ θ (x , t) = ̃

 θ (x , t) on �θ × (0 , T ] 
}
, (28a)

 := 

{
u (x ) ∈ H 

1 (�) 
∣∣ u (x ) = 0 on �θ

}
, (28b)

nd concentration fields 

 

t 
i := 

{
Y i (x , t) ∈ H 

1 (�) 
∣∣ Y i (x , t) = ̃

 Y i (x , t) on �Y i × (0 , T ] 
}
, 

(29a)

 i := 

{
v i (x ) ∈ H 

1 (�) 
∣∣ v i (x ) = 0 on �Y i 

}
, (29b)

here H 

1 ( �) is a standard Sobolev space [73] . Here, we assume

hat the initial/boundary-value problem admits a solution in the

efined spaces and make no attempt to address issues of existence

nd uniqueness of the solution. We replace the continuous spaces

y their discrete counterparts and construct a numerical approx-

mation of the solution. The standard L 2 inner-product for given

wo fields a ( x ) and b ( x ) over a set K is defined as 

( a ; b ) K = 

∫ 
B 

a (x ) · b(x ) d K. (30)

he subscript will be dropped if K = �. Herein, we employ the

alerkin formulation [74] for the energy equation and the Galerkin

radient Least-Squares (GGLS) formulation for the diffusion-

eaction equations [75] . 
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Fig. 2. Zoom of a generated microstructure with the average length-scale of 5 μm 

in 0.1 mm by 0.1 mm window shown in Fig. 3 . The dark regions are Al and bright 

regions are Ni. The microstructures are generated to have the precise stoichiometric 

composition of Ni–Al. 
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.1. Computational framework 

The Galerkin weak form for the energy equations,

qs. (3a)–(3d) , can be written as follows: Find θ ( x , t ) ∈ ðt such

hat 

(u ;ρc ˙ θ ) + (∇ u ;λ∇ θ ) + (u ;ρD ∇c · ∇θ ) = −(u ;�H k r k ) 

∀ u (x ) ∈ U . (31) 

ranca and Durta Do Carmo [75] proposed the GGLS method which

dds a term obtained by minimizing the square of the residual

radient to the Galerkin equation. The GGLS formulation for the

pecies equations, Eqs. (4a)–(4d) , reads as follows: Find Y i (x , t) ∈
 

t 
i 

such that 

(v i ;ρ ˙ Y i ) + (∇ v i ;ρD ∇ Y i ) + 

N e ∑ 

e =1 

(∇ [ F(v i ) ] ; τh �e 
∇ [ H(Y i ) ] 

)
�e 

= −(v i ; M i r k ) ∀ v i (x ) ∈ V i , (32) 

here N e is the number of elements, h �e 
is the minimum element

ength, and 

F = ρ
v i 
�t 

+ ∇ · m j i (v i ) + M i r k (v i ) , 

 = ρ ˙ Y i + ∇ · m j i + M i r k , (33) 

here �t is the time-step. The GGLS mesh-dependent parameter,

h �e 
, is defined as 

h �e 
= 

h 

2 
�e 

6 M i r k 
ξ0 ( D a h ) (34) 

nd 

0 ( χ) = 

cosh ( χ) + 2 

cosh ( χ) − 1 

− 6 

χ2 
, D a h = 

M i r k h 

2 
�e 

ρD 

, (35)

here D a h is the local (element) Damköhler number. 

The finite elements considered for this study are the four-node

uadrilateral elements. The nonlinear system of coupled equations,

qs. (23) and (25) , is iteratively solved using Newton’s method. We

mplement a monolithic approach and a standard implicit Euler

ime integration which is first order accurate in time. The residu-

ls and tangents are provided in Appendix B and verification stud-

es to show the correctness of the implementation are presented

n Appendix C . 

. Numerical results 

This section presents numerical examples for the nonlinear

hemo-thermal response of a Ni–Al premixed system as well as

eterogeneous microstructures. In this work, we consider a sim-

le particle system with no voids and micron-sized microstructural

eatures (i.e., Ni and Al morphology). The microstructures are gen-

rated to have an average microstructural length-scale or feature

ize d 0 for Ni and Al. For this purpose, we use Karhunen–Loeve

xpansion to represent the microstructure as a realization from

 Gaussian random field with zero mean and exponential covari-

nce [51,76] . Figure 2 shows the microstructure with length-scale

 0 = 5 μm. 

The material properties and computational domain used in this

ection are provided in Table 1 and Fig. 3 . Figure 3 (a) shows a sto-

chiometric composition of Ni and Al with dimensions 1 mm by

.1 mm. Figure 3 (b) shows that the sample is heated, by applying

 heat flux at the left boundary, to an approximate temperature

 � 800 K) to locally initiate the kinetics. After 3 ms, the imposed

eat flux at the boundary is removed to induce a self-sustained

nd self-propagating reaction. We define the temporal evolution of
uantities (temperature and mass fractions) by spatial averaging in

he window shown in Figs. 2 and 3 (a) as 

¯ (t) = 

1 

�

∫ 
�

ϕ(x , t)d�. (36)

In what follows, Section 4.1 presents sensitivity analysis

nd discusses calibration of reaction and diffusion parameters.

ection 4.2 provides the detailed chemo-thermal responses of the

i–Al system. Section 4.3 presents effect of the Ni–Al microstruc-

ures on temperature profile, flame speed, reaction time, and tem-

erature increment during chemical reaction. Section 4.4 provides

pscaling from the microstructural to the premixed problem using

he multi-fidelity and multi-scale Gaussian Process (GP) emulator.

inally, animations of numerical simulations are provided in the

upplementary material. 

.1. Sensitivity analysis and Bayesian calibration of model parameters 

We perform sensitivity analysis for the diffusion ( D 0 and E d )

nd reaction ( A k and E k ) parameters to study their effects on

he variability of the average temperature throughout the simu-

ation time. We also use the Bayesian inference to estimate the

odel parameters from set values of quantities of interest. In our

ork, the quantities of interest are the average maximum temper-

ture ( θmax ), the average mass fraction of Al ( Y Al ), and the aver-

ge mass fraction of the product NiAl ( Y NiAl ). These average values

re calculated in the spatial window shown in Fig. 3 after reac-

ion completion. The value for the maximum average temperature

s based on the adiabatic flame temperature of the NiAl which is

 1911 K [13,77] . Furthermore, in the ideal conditions (e.g., neglect-

ng boundary effects), the mass fractions of Al and NiAl should

each Y Al = 0 . 0 and Y NiAl = 1 . 0 , which represents a status of full

hemical convergence. In our Bayesian calibration, we use 5% un-

ertainty allowance for our quantities of interest of the average

ass fraction of Al (i.e., 0 . 0 ≤ Y Al ≤ 0 . 05 ) and the product (i.e.,

 . 95 ≤ Y NiAl ≤ 1 . 0 ) at the end of the combustion process to account

or non-ideal conditions (i.e., boundary effects, numerical inaccura-

ies, a surrogate for the quantities of interest). This leads to a faster

onvergence of the posteriors. Note however, that the mass balance

s still strictly enforced: Y Ni + Y Al + Y NiAl = 1 . 

We use a microstructure with length-scale d 0 = 10 μm and rep-

esent the model parameters by uniform random variables with

anges informed by the experimental studies. We note that na-

ive (i.e., not averaged) chemo-thermal material parameters for

he solid state combustion synthesis are very difficult to measure

nd the literature provides a broad spectrum of values. For ex-

mple, the measured range for the diffusion pre-exponent (2 . 9 ±
 . 58) × 10 −12 ≤ D 0 ≤ (4 . 4 ± 3 . 1) × 10 −4 [m 

2 /s] is from [62,78] , the

iffusion activation energy 45.4 × 10 3 ≤ E d ≤ (145.640 ± 5.787) × 10 3 

J/mol] is from [62,79,80] , and the kinetics activation energy

17.4 ± 2.85) × 10 3 ≤ E ≤ (162.5 ± 1.4) × 10 3 [J/mol] is from [81] . 
k 
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Fig. 3. (a) Computational domain with boundary conditions and the window in which averaged spatial quantities are evaluated (see Fig. 2 ). The domain is a 1 mm by 

0.1 mm sample with the stoichiometric composition of Ni–Al. The top and bottom boundaries are insulated walls (i.e., zero heat flux). The right boundary is at constant 

prescribed temperature. (b) Heat flux profile at the left boundary. 

Table 2 

The ranges for the diffusion and reaction parameters. 

Parameter Range 

D 0 [m 

2 /s] [1 . 0 − 2 . 0] × 10 −6 

E d / R [K] [5 . 5 − 7 . 5] × 10 +3 

E d [J/mol] [45 . 727 − 62 . 355] × 10 +3 

A k [m 

3 /(mol s)] [1 . 0 − 1 . 5] 

E k / R [K] [3 . 3 − 3 . 8] × 10 +3 

E k [J/mol] [27 . 436 − 31 . 593] × 10 +3 

Fig. 4. The main Sobol’ indices of the diffusion and reaction parameters. Through- 

out the combustion zone both the diffusion and reaction parameters play an essen- 

tial role. 
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Table 3 

The estimated mode, mean, standard deviation (std) and the coefficient of variation 

(cov) of the parameters using the posterior PDFs shown in Fig. 6 . 

Parameter Mode Mean Std Cov [%] 

D 0 [m 

2 /s] 1 . 497 × 10 −6 1 . 511 × 10 −6 1 . 869 × 10 −7 12.531 

E d / R [K] 6 . 151 × 10 +3 6 . 179 × 10 +3 0 . 242 × 10 +3 3.872 

E d [J/mol] 51 . 139 × 10 +3 51 . 372 × 10 +3 – –

A k [m 

3 /(mol s)] 1.341 1.372 0.059 4.528 

E k / R [K] 3 . 550 × 10 +3 3 . 542 × 10 +3 0 . 061 × 10 +3 1.762 

E k [J/mol] 29 . 515 × 10 +3 29 . 448 × 10 +3 – –
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Because those ranges are too wide and to avoid computational

difficulties, we perform sensitivity and calibration analyses using

the model parameters with narrower ranges given in Table 2 . These

ranges are with lower activation energies as we target HEBM com-

posites in this work. The range for A k is obtained from numerical

calibration runs such that the quantities of interest ( θmax , Y Al , and

 NiAl ) reach desired values with 5% uncertainty. 

To estimate the contribution of each parameter to the global

variance, we perform a variance-based sensitivity analysis (Sobol’

indices) [82] as shown in Fig. 4 . In the early simulation time (0–

2.5 ms), when the chemical kinetics is initiating, the uncertainty in

E k / R is the most influential on the variance of the average temper-

ature. In this stage, A k has up to a 35% effect. During the interme-

diate simulation time (2.5–4.5 ms), when self-propagating reaction

has formed, we observe a competition between diffusion and re-

action in the reaction zone. This indicates that both diffusion and

reaction are essential components of the chemo-thermal model of

the NiAl system. In contrast to other models, where only diffusion

is active [21,22,38] , our model considers both diffusion and reac-

tion. When approaching the end of the simulation time (4.5–6 ms),

again the activation energy of reaction has the most influence on

the variability of the average temperature. We note that the effect

of diffusion is gradually diminished as the system becomes well

mixed. 
In the Bayesian framework, the prior knowledge of the param-

ters are updated to posterior using response from a computer

odel. The posterior Probability Density Function (PDF) p ( κ | s ) of

he model parameters is estimated using Bayes’ rule as 

p(κ| s ) ∝ p(κ) p(s | κ) , (37)

here p ( κ) and p ( s | κ) are the prior and the likelihood

DFs, respectively. Here, we denote the model parameters by

he vector κ = { D 0 , E d /R, A k , E k /R } and the data vector by s =
 θmax , Y Al , Y NiAl } . We use uniform priors for the parameters with

upports given in Table 2 . 

For independent and identically distributed Gaussian error be-

ween the data and model, the likelihood reads 

p(s | κ) = 

n ∏ 

i =1 

1 

σ
√ 

2 π
exp 

[
− (s i − M (κi )) 

2 

2 σ 2 

]
, (38)

here M (κi ) denotes the model response for a given set of model

arameters. In the Bayesian calibration procedure, it is a com-

on practice to utilize a surrogate model in the likelihood in or-

er to reduce the computational cost in estimating the posterior

ensity [83] . To this end, we use Polynomial Chaos (PC) expan-

ion [51,76] as a surrogate for the quantities of interest. The PC

xpansion can be expressed in a generic from as 

 (κ) = 

P ∑ 

i =0 

m i φi , where m i = 

〈 M i (κ) φi 〉 〈
φ2 

i 

〉 . (39)

Here, { φi } P i =0 
is a set of stochastic basis functions, and < • > de-

otes the expectation operator. To construct the PC surrogate, the

niform priors given in Table 2 are propagated through the compu-

ational model non-intrusively [82] . We use the second order Leg-

ndre polynomials for the stochastic basis functions [82] . Figure 5

hows the PDFs of θmax , and Y NiAl . These densities are generated

rom sampling the PC representation in Eq. (39) . Having the pri-

rs and the likelihood, the posterior PDF given in Eq. (37) is esti-

ated using a Markov Chain Monte Carlo (MCMC) sampling tech-

ique [84] . Figure 6 shows the estimated posterior as well as the

rior PDFs of the model parameters. The posterior PDFs are uni-

odal with mode, mean, and standard deviation listed in Table 3 .

ote that all calibrated data are within the experimental intervals
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Fig. 5. The PC surrogate PDFs of (a) the maximum average temperature and (b) the average mass fraction of NiAl. 

Fig. 6. The prior and posterior PDFs of (a) the diffusion pre-exponent D 0 , (b) the diffusion activation energy, E d / R , (c) the reaction pre-exponent A k , and (d) the reaction 

activation energy, E k / R . We used 10 0,0 0 0 MCMC samples to estimate the posterior PDFs. Bayesian calibration is performed on a composite with microstructure, d 0 = 10 μm . 
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Table 4 

The estimated mean of the parameters using 5th order (PC5) as a surrogate in the 

Bayesian analysis and the corresponding error between the 2nd order PC2. 

Parameter PC5 e ( κ i ) 

D 0 [m 

2 /s] 1 . 423 × 10 −6 6 . 341 × 10 −2 

E d / R [K] 6 . 312 × 10 +3 2 . 110 × 10 −2 

E d [J/mol] 52 . 477 × 10 +3 –

A k [m 

3 /(mol s)] 1.310 4 . 582 × 10 −2 

E k / R [K] 3 . 501 × 10 +3 1 . 141 × 10 −2 

E k [J/mol] 29 . 107 × 10 +3 –

t  

T  

n  

s  

e  
iscussed above. Moreover, because we target HEBM composites,

ur ranges are for lower activation energies. 

To verify the order of the PC surrogate model and consequently

he calibration results, we compare the results of the 2nd or-

er PC with that of the 5th order PC expansion. The estimated

ean of the model parameters using the 5th order PC and the

orresponding errors are listed in Table 4 . The relative error is

efined as e (κi ) = 

|| κ5 th 
i 

−κ2 nd 
i 

|| 2 
|| κ5 th 

i 
|| 2 , where κ i ∈ { D 0 , E d / R , A k , E k / R }. The

elatively small magnitudes of the errors in the mean values of

he parameters indicate that the 2nd order PC is sufficient as a

urrogate model. 

.2. Chemo-thermal response 

We now highlight the capabilities of the proposed model by

roviding detailed chemo-thermal responses of the Ni–Al sys-
em. In this section, we use the mean calibrated parameters in

able 3 and the computational domain in Fig. 3 . At the begin-

ing of this subsection, we provide spatial fields of temperature,

pecies, and reaction rates and focus on both premixed and het-

rogeneous cases. For the heterogeneous cases, we study a simple
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Fig. 7. Temperature plots for the premixed problem. By applying the heat from the left boundary, the reaction initiates and the heat released from combustion increases the 

temperature to the adiabatic flame temperature of the Ni–Al reaction ( � 1911 K). 

Fig. 8. Temperature plots in the microstructure with d 0 = 5 μm. The heat released from chemical reaction increases the temperature to the adiabatic flame temperature of 

the system. 
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one particle domain and assume no voids in the microstructure.

This eliminates issues of particle-to-particle interactions [26,46] .

In the subsection that follows, we look deeper into effects of the

microstructural length-scale and provide comparisons and trends

with existing experimental data. 

Now, we first discuss results for the premixed case. The pre-

mixed system provides the limiting case with no microstructure

(i.e., d 0 → 0). Figure 7 shows the temperature at t = 3.0, 3.3, and

3.6 ms for a premixed system. The reaction is locally initiated at

the left side of the sample by the heat flux shown in Fig. 3 . Af-

ter removing the applied flux, a self-propagating flame front forms

and travels from left to right ( Fig. 7 (b) and (c)). As expected,

the premixed case is the simplest to simulate, and based on the
onvergence study, we choose the mesh size of 10 μm with the

ime step of 10 −4 s. 

Next, we focus on the case with microstructure and show the

emperature fields at t = 3.0, 3.5, and 4.0 ms for d 0 = 5 μm (see

ig. 8 ), and the mean values of parameters in Table 3 . Similar to

he premixed case, the initiated reaction at the left forms a self-

ropagating flame front ( Fig. 8 (b) and (c)). However, as expected

nd shown in Figs. 7 (c) and 8 (c), the high temperature front in

he microstructure travels slower than in the premixed system. We

ill make a detailed comparison of the combustion wave speed in

ection 4.3 . For systems with microstructure, we have chosen the

esh size of 1 μm and the time step of 10 −5 s (i.e., based on the

onvergence study). 
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Fig. 9. Mass fractions of Ni in the microstructure with d 0 = 5 μm. (a), (b), and (c) depict the reaction front propagation through the window in higher detail. 

Fig. 10. Mass fractions of NiAl in the microstructure with d 0 = 5 μm. (a) shows formation of NiAl. (b) and (c) show that on the left the reactants are converted to NiAl. 

 

s  

3  

(  

s  

t  

o  

u  

fl  

N

 

i  

t  

F  

a  

t  

t  

s

4

 

t  

T  

r  

A  

f  

(

 

(  

i  

fi  

s  

p  

(  

l  

r  

N  

t  

(  

t  

c  

Y

 

w  

m  
To highlight the complexity of the microstructure and conver-

ion of species, we look at the mass fraction of Ni ( Y Ni ) at t = 3.4,

.5, and 3.6 ms, when the flame front reaches the middle window

see Fig. 3 ). These results are depicted in Fig. 9 (a)–(c). As one can

ee, Ni gets progressively consumed during the solid state combus-

ion synthesis. Results for Al are similar (dual opposites) to those

f Ni and are not displayed for brevity. The formation of the prod-

ct (NiAl) in the microstructure is presented in Fig. 10 . As the

ame front passes the microstructure, Ni and Al are converted to

iAl. 

To investigate the effect of the microstructure on the chem-

cal reaction, the reaction rates are plotted in Fig. 11 . The de-

ailed results for the reaction rates in the simulation window (see

ig. 3 ) are shown in Fig. 12 . One can see the complex spatial re-

ction profile, with the highest reaction rates occurring at the in-

erfaces between the constituents. This highlights the impact of

he microstructure and the effect of the contact area between con-

tituents, which is absent in the fully premixed case [24] . 

.3. Effect of microstructure on reaction process 

In this section, we study the effect of microstructures on

he Ni–Al system by using the mean calibrated parameters in
able 3 and the computational domain in Fig. 3 . The numerical

esults are for three sets of 25 samples with the average Ni and

l length-scale d 0 = 5, 10, and 15 m. We address the time profiles

or spatially averaged temperature and mass fraction of NiAl, Eq.

36) , and the associated uncertainties due to the microstructures. 

Figure 13 shows the temporal evolution of average temperature

 θ ) and product mass fraction ( Y NiAl ) bounded by 95% confidence

ntervals chosen in the calibration study in Section 4.1 . The pro-

les show that for the finer microstructures the reaction occurs

ooner and propagates faster. Figure 13 (a) shows that θ for all sam-

les increases to the adiabatic flame temperature of Ni–Al reaction

 � 1911 K). The decay in the temperature profile is due to the finite

ength of the sample, and applied temperature ( θ0 = 300 K) at the

ight boundary (see Fig. 3 (a)). As expected, chemical conversion to

iAl occurs earlier for the finer microstructures in Fig. 13 (b). Note

hat Fig. 13 (b) shows the spatial average in the selected window

 Fig. 3 ). Locally, our model achieves full conversion in a large por-

ion of the window, but the complex microstructure and non-ideal

onditions lead to a few percent of the unconsumed reactants as

 NiAl → 1 on average. 

Figure 14 shows the average flame speed and reaction time

ith associated uncertainties (95% confidence interval from 25

icrostructures) in the selected window. Because we consider
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Fig. 11. Reaction rates in the microstructure with d 0 = 5 μm. (a) shows that by applying the heat flux at the left boundary, the reaction initiates locally and becomes 

self-sustained. (b) and (c) show the reaction zones and propagation of the reaction rates through the cell. 

Fig. 12. Reaction rates in the microstructure with d 0 = 5 μm. (a), (b), and (c) show the rate propagation in the selected window in higher detail. 

Fig. 13. Effect of microstructures on the spatially averaged temperature and mass fraction. The results are evaluated in the selected window ( Fig. 3 ). The error bars represent 

95% confidence interval for 25 microstructural samples. (a) and (b) show that for the finer length-scale, the reaction occurs sooner, propagates faster, and conversion to NiAl 

occurs earlier. 
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Fig. 14. Effect of the microstructure on the average flame speed and the reaction time for the premixed case and system with the microstructure. The results are evaluated 

in the selected window ( Fig. 3 ). (a) shows the average speed of flame propagation. (b) depicts reaction times. The error bars represent 95% confidence interval for 25 

microstructural samples. The experimental data is adapted from [26] where d 0 is the length-scale of Al. 

Fig. 15. Slope of temporal evolution of average temperatures for the premixed case and microstructures. (a) shows that for the finer microstructures, we have a greater 

temperature-time slope. The error bars represent 95% confidence interval for 25 microstructural samples. (b) depicts scaling expression between the length-scale d 0 and 

time-temperature profile. 
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nly one heterogeneous particle with no voids, there is no

esitation time during the reaction propagation between particles

s discussed in [26,46] . Thus, our average velocity is identical to

he instantaneous velocity in those studies. The experimental in-

tantaneous velocity for systems with Al length-scale � 2 μm and

i length-scale � 10 μm is v a ≥ 80 ± 35 cm/s [26,46] . Similarly to

xperimental findings, our computational results show that the av-

rage speed of flame propagation is faster for finer microstruc-

ures and reaction time is shorter. Figure 14 also shows the average

ame speed and reaction time for the premixed case (i.e., d 0 → 0).

he computed velocities from our work (i.e., both the premixed

ystem and microstructural cases) follow the trend of the exper-

mental instantaneous velocities reasonably well. Detailed simula-

ions with finer microstructures are needed to close the gap for

alidation. 

Figure 15 depicts the computed time-temperature slope with

ssociated uncertainties (95% confidence interval for 25 samples)

n the selected window. As expected for the finer microstructure,

e observed a sharper temperature slope. The slope of tempera-

ure profiles has the same order of magnitude as in [85,86] which

s � 10 5 − 10 6 K/s. We also provide the slope for the premixed case

hich is ≥ 10 6 K/s. Moreover, we relate the microstructural scale

o the dynamics of chemical kinetics [87] . In particular, we found

 scaling expression between the slope of the temperature profile

nd length-scale d 0 as 

d θ

d t 
∼ 1 

d n 
0 

. (40) 

Figure 15 depicts this scaling expression for exponent n = 1 / 2 . 
.4. Multi-fidelity and multi-scale emulator 

The computational cost of detailed simulations on heteroge-

eous composites increases rapidly as the length-scale, d 0 , of the

icrostructure decreases. However, simulations on a premixed do-

ain are scale-independent and thus inexpensive to execute com-

ared to the heterogeneous case. This fact motivates us to de-

elop a Multi-Fidelity and Multi-Scale Gaussian Process emulator

MFMS-E) to overcome the computational cost of simulations at

ifferent length-scales. The emulator is constructed in two steps.

irst, we utilize a small number of runs using a heterogeneous do-

ain for a given length-scale (i.e., d 0 -fixed) and a large number

f runs on a premixed domain to construct a multi-fidelity Gaus-

ian Process (GP). The material parameters used for these runs are

ampled from the posterior PDFs shown in Fig 6 . In the second

tep, we generate realizations from the multi-fidelity GP at differ-

nt length-scales, d 0 , to build the multi-scale GP. 

In particular, for length-scales ( d 0 = 5 , . . . , 15 ), we define a

igh-fidelity statistical model (representing the heterogeneous

ase) as a linear combination of a low-fidelity model (represent-

ng the premixed case) and a model discrepancy as [52,53] 

 

H 
d 0 

(κ, t) = γd 0 Y 

L (κ, t) + ζd 0 (t) , for d 0 = 5 , . . . , 15 , (41)

here Y 

H 
d 0 

(κ, t) and Y 

L (κ, t) are the outputs of the high-fidelity

heterogeneous) model and the low-fidelity (premixed) model. The

arameter γd 0 
represents a correlation coefficient and ζd 0 

(t) de-

otes the discrepancy between the high and low fidelity models.

he outputs of the low fidelity model as well as the discrepancy

erm are represented as realizations from a GP with zero mean
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Fig. 16. Verification of the multi-fidelity GP. (a) The prediction of the multi-fidelity GP is verified against the output of the heterogeneous case for given material parameters. 

The relative L 2 norm of the error is 1 . 04 × 10 −2 . (b) The normalized root mean squared error of the GP predictions using 5 different sets of the model parameters. 

Fig. 17. The prediction mean and the standard deviation of the MFMS-E for the average temperature. (a) Contour lines of the mean across time and the length-scale. (b) 

Contour lines of the standard deviation across time and the length-scale. (c) 3D visualization of the prediction mean and the lower bound of the 95% confidence interval 

(i.e., mean ± 2Std). 
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c

and squared exponential covariance functions as Y 

L ∼ GP (0 , K 

L )

and ζd 0 
∼ GP (0 , K 

D ) , respectively [88,89] . Thus, the joint distribu-

tion of the low and high fidelity outputs can be expressed as [
Y 

L 

Y 

H 
d 0 

]
∼ GP 

(
0 , 

[
K 

L γd 0 K 

L 

γd 0 K 

L γ 2 
d 0 

K 

L + K 

D 

])
. (42)

The hyper-parameters of both the low-fidelity and discrepancy

covariance functions are estimated using Maximum Likelihood Es-

timation (MLE) at each time step [88,89] . 
For the numerical results, we use 50 runs on a premixed do-

ain and 5 runs on a heterogeneous domain to construct the

ulti-fidelity GP for a given length-scale. We verify the predic-

ion of the multi-fidelity GP against the output of the high-fidelity

odel as shown in Fig. 16 . The relative norm of the error is

 (X ) = 

|| ̄θd 0 
−θ̄p || 2 

|| ̄θp || 2 = 1 . 04 × 10 −2 . The normalized root mean squared

rror is calculated based on 5 realizations of the model parame-

ers yielding a maximum value less than 

RMSE ( ̄θ ) 

MEAN ( ̄θ ) 
= 0 . 4 within the

ombustion zone. 
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Fig. 18. Verification of the MFMS-E. (a) The prediction of the MFMS-E is verified against the output of the heterogeneous case with length-scale d 0 = 13 μm . The relative L 2 
norm of the error is 3 . 54 × 10 −2 . (b) The normalized root mean squared error of the MFMS-E prediction using 10 different sets of the parameters. 

Fig. 19. The posterior PDFs and the prediction of the MFMS-E. (a) Posterior PDF of the diffusion pre-exponent D 0 , (b) Posterior PDF of the reaction pre-exponent A k , (c) 

Posterior PDF of the diffusion activation energy, E d / R , (d) Posterior PDF of the reaction activation energy, E k / R . (e) Posterior PDF of the length-scale d 0 , (f) The prediction of 

the MFMS-E and the noisy synthesized measurement data. 
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Table 5 

The true and estimated values of the model parameters with the corresponding L 2 
norm of the difference. The true parameters are used to synthesize the measure- 

ment in Fig. 19 (f) and the estimated mean values are from Bayesian inversion using 

the MFMS-E. 

Parameter True value Estimated value e ( X ) 

d 0 [ μm ] 13.0 0 0 13.369 2 . 771 × 10 −2 

D 0 [m 

2 /s] 1 . 450 × 10 −6 1 . 434 × 10 −6 1 . 119 × 10 −2 

E d / R [K] 6 . 278 × 10 +3 6 . 275 × 10 +3 0 . 102 × 10 −2 

E d [J/mol] 52 . 198 × 10 +3 52 . 173 × 10 +3 –

A k [m 

3 /(mol s)] 1.200 1.211 0 . 802 × 10 −2 

E k / R [K] 3 . 450 × 10 +3 3 . 457 × 10 +3 0 . 199 × 10 −2 

E k [J/mol] 28 . 685 × 10 +3 28 . 743 × 10 +3 –
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Next, we generate 10 realizations from the multi-fidelity GP at

each length-scale ( d 0 = 5 , 6 , 7 , 9 , 10 , 11 , 12 , 14 , 15 μm ). These real-

izations are inexpensive and easy to generate. We use these real-

izations to build the coupling mechanism across the length-scale.

Note that we randomly select length-scales (8 and 13 μm ) for later

verification. For the multi-scale emulator, we use a GP with zero

mean and squared exponential covariance function. The hyper-

parameters of the covariance function are also estimated using

MLE. Note that in this step, the length-scale is treated as a param-

eter in constructing the GP. 

For a given set of model parameters, Fig. 17 shows the mean

and standard deviation (std) of the average temperature distribu-

tion across the time and length-scale. Figure 18 shows the verifica-

tion results and the normalized root mean squared error for 13 μm

length-scale. The relative norm of the error is e ( ̄θ ) = 

|| ̄θd 0 
−θ̄p || 2 

|| ̄θp || 2 =
3 . 54 × 10 −2 and the maximum value of the normalized root mean

squared error is less than 

RMSE ( ̄θ ) 

MEAN ( ̄θ ) 
= 0 . 4 within the combustion

zone. Note that the model parameters and the length-scale used

for the verification were not in the database used to construct the

emulator. 

4.5. Bayesian inversion discovery 

In this section, we use the MFMS-E within the Bayesian

framework to infer the length-scale as well as parameters from a

synthesized noisy measurement data of the average temperature

profile. Here, we use the same likelihood function given in Eq. (38) .

However, now the data vector, s , is a synthesized noisy measure-

ment of the average temperature and we substitute the MFMS-E

for the surrogate M (κi ) . The posterior PDFs of the length-scale and

the parameters are shown in Fig. 19 (a)–(e). Table 5 lists the values

used to generate the virtual measurement and the estimated mean

values. Note that the length-scale and the parameters used to

generate the virtual measurement are not in the database used to

construct the MFMS-E. This shows the robustness of the emulator.

Figure 19 (f) shows the prediction of the MFMS-E using the esti-

mated mean values of the length-scale and parameters listed in

Table 5 in conjunction with the synthesized measurement of the

average temperature profile. The prediction from MFMS-E agrees

reasonably well with the virtual measurement of the average

temperature profile as expected because of the small differences

in the estimation of the parameters as shown in Table 5 . 

5. Conclusions 

We have developed a two-way coupled chemo-thermal model

and implemented it within a finite element framework to simu-

late combustion synthesis of NiAl composites. We show that the

model satisfies the second law of thermodynamics. We consider

both diffusion and reaction in the provided model and used non-

linear Arrhenius type diffusion and reaction equations. Rigorous

sensitivity analysis is performed to show the effect of the reaction

and diffusion phenomena on the synthesis process. We observed
hat in the combustion zone both the reaction and diffusion play

n important role. The influence of the microstructure on the be-

avior of the system was also investigated, and detailed simula-

ion results, average chemical front speed, reaction time, and slope

f temperature-time profile were provided. Additionally, we devel-

ped a multi-fidelity and multi-scale Gaussian process emulator

o overcome the computational costs associated with simulations

t different length-scales. The emulator is used within a Bayesian

ramework to estimate the parameters and the underlying length-

cale of the microstructure from a synthesized measurement of the

emperature profile. 

The emphasis of this work has been on the development of a

athematical and computational model for self-propagating mate-

ial synthesis. We consider solid state reaction process and study

icron-sized single particle systems with no voids. Numerical

imulations of finer material systems (i.e., d 0 ≤ 1 . 0 μm) or sys-

ems with more complex reaction mechanisms (i.e., intermediate

hases) are important future topics. 
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ppendix A. Dissipation inequalities 

Herein, we show that the proposed chemo-thermal model sat-

sfies the second law of thermodynamics. We rearrange the first

aw for the entropy, and show that the heat, mass diffusion, and

hemical dissipation inequalities obey the second law. 

Substitute Eq. (2) for ˙ e , Eq. (16) for ˙ ψ , and Eq. (4a) for ˙ Y i into

q. (13) and simplify to get 

˙ η = − 1 

θ
∇ · q j + 

1 

θ

N s ∑ 

i =1 

μi ∇ · m j i −
1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i . (43)

ne can rearrange Eq. (43) to get 

˙ η = −∇ ·
(

q j 

θ

)
− 1 

θ2 
q j · ∇θ

−
N s ∑ 

i =1 

(
∇ 

(
μi 

θ

)
· m j i − ∇ ·

(
μi 

θ
m j i 

)
− 1 

θ
M i μi ˙ ω i 

)
, 

= −∇ ·
( 

q j 

θ
− 1 

θ

N s ∑ 

i =1 

μi 
m j i 

) 

− 1 

θ2 
q j · ∇θ

−
N s ∑ 

i =1 

∇ 

(
μi 

θ

)
· m j i −

1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i . 

ext, we define the entropy flux per unit area, ηj , and the entropy

roduction per unit volume, σ , as [63] 

j = −
q j 

θ
+ 

1 

θ

N s ∑ 

i =1 

μi 
m j i , (44)

= − 1 

θ2 
q j · ∇θ −

N s ∑ 

i =1 

∇ 

(
μi 

θ

)
· m j i −

1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i . (45)

ow, the first law can be rewritten in the following form [63] 

˙ η = ∇ ·η j + σ, (46)

https://doi.org/10.13039/100006168
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o

Y  

(

R

n  

t⎡⎢⎢⎢⎢⎢⎣
≥ 0 . (47) 

ote that σ is the entropy generation due to the energy flux, mass

iffusion, and chemical reaction. One can expand σ to get 

1 

θ2 
q j · ∇ θ − 1 

θ

N s ∑ 

i =1 

∇ μi · m j i + 

1 

θ2 

N s ∑ 

i =1 

μi ∇θ · m j i 

− 1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i ≥ 0 . (48) 

ubstituting q j from Eq. (8) gives 

1 

θ2 

( 

q + 

N s ∑ 

i =1 

h i 
m j i 

) 

· ∇ θ − 1 

θ

N s ∑ 

i =1 

∇ μi · m j i + 

1 

θ2 

N s ∑ 

i =1 

μi ∇θ · m j i 

− 1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i ≥ 0 . (49) 

sing μi = h i − ηi θ, we obtain 

1 

θ2 
q · ∇ θ − 1 

θ

N s ∑ 

i =1 

∇ μi · m j i −
1 

θ

N s ∑ 

i =1 

ηi ∇θ · m j i 

− 1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i ≥ 0 , (50a) 

1 

θ2 
q · ∇ θ − 1 

θ

N s ∑ 

i =1 

( ∇ μi + ηi ∇ θ ) · m j i −
1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i ≥ 0 . 

(50b) 

Now, we present a strong form of the second law and define

he heat, mass diffusion, and chemical dissipation inequalities as 

 D = − 1 

θ2 
q · ∇θ ≥ 0 , (51a) 

 D = − 1 

θ

N s ∑ 

i =1 

( ∇ μi + ηi ∇ θ ) · m j i ≥ 0 , (51b) 

 D = − 1 

θ

N s ∑ 

i =1 

M i μi ˙ ω i ≥ 0 . (51c) 

ecalling that heat conduction q = −λ�θ and λ≥ 0, we get 

 D = 

λ

θ2 
∇ θ · ∇ θ ≥ 0 . (52) 

herefore, the heat dissipation inequality, q D, is positive semidefi-

ite and satisfies the second law. 

or mass diffusion dissipation 

m D in Eq. (51b) , one can write 

 D = − 1 

θ

N s ∑ 

i =1 

( ∇ μi + ηi ∇θ ) · m j i , (53) 

here μi = M i μi , ηi = M i ηi , 
m j i = 

m j i /M i = −ρD ∇y i , and ρ = ρ/M

s the mixture molar density. Here, y i = MY i /M i are the species

ole fractions. In our definition of m j i , we have made the approx-

mation that the mixture molecular mass, M , is well-modeled as a

onstant. Recalling μi = h i − ηi θ and using definitions of enthalpy

nd entropy from Eqs. (6a) and (6b) , one gets 

 μi + ηi ∇θ = ∇ h i − θ∇ ηi , 

= M i c i ∇θ − M i θ

(
c i 

∇θ

θ
− R 

M i 

∇y i 
y i 

)
, 

= Rθ
∇y i 
y i 

, (54) 
here h i = M i h i . Now, after substituting Eq. (54) and 

m j i into Eq.

53) , we obtain 

 D = ρRD 

N s ∑ 

i =1 

∇ y i · ∇ y i 
y i 

≥ 0 . (55) 

ecause ρ > 0 , R > 0, D ≥ 0, and y i ≥ 0, one sees that the dissipation

nequality of mass diffusion is positive semidefinite and it satisfies

he second law. 

For the chemical dissipation 

c D, one can substitute Eq. (12b) to

et 

 D = − 1 

θ

N s ∑ 

i =1 

M i μi 

N r ∑ 

k =1 

νik r k . (56)

e define the chemical affinity αk for the k th reaction [56] 

k = −
N s ∑ 

i =1 

M i μi νik = R θ ln 

[
R 

′ 
k 

R 

′′ 
k 

]
, (57) 

here νik = ν′′ 
ik 

− ν′ 
ik 

and the forward and backward reaction coef-

cients are 

 

′ 
k = k k 

N s ∏ 

j=1 

(
ρY j 

M j 

)ν ′ 
jk 

, (58a) 

 

′′ 
k = 

k k 
K eq k 

N s ∏ 

j=1 

(
ρY j 

M j 

)ν ′′ 
jk 

. (58b) 

ere, r k = R 

′ 
k − R 

′′ 
k in Eq. (12b) . Substituting Eqs. (57) and

58) into Eq. (56) gives 

 D = R 

N r ∑ 

k =1 

ln 

[
R 

′ 
k 

R 

′′ 
k 

](
R 

′ 
k − R 

′′ 
k 

)
≥ 0 . (59)

ere, k k ( θ ) > 0, K eq k 
(θ ) = exp [ 

−�G 0 
k 

Rθ
] > 0 , and R > 0, enforce combi-

ations of each term in the summation to be positive semidefinite

uch that it obeys the second law. 

ppendix B. Discrete residuals and tangents 

We use the Galerkin weak form, Eq. (31) , for the energy equa-

ion and the GGLS formulation, Eq. (32) , for the species equa-

ions. The GGLS is employed because of its numerical stability

roperty [90] . Using an implicit Euler algorithm with a time step

f �t = t n +1 − t n , we write ˙ θ = (θn +1 − θn ) / �t and 

˙ Y = (Y n +1 −
 

n ) / �t which yield the residual equations for solving Eqs. (23) and

25) as 

R θ = 

(
u ;ρc 

θn +1 − θn 

�t 

)
+ (∇ u ;λ∇ θ ) + (u ;ρD ∇ c · ∇ θ ) 

+ (u ; ˜ j ) �N + (u ;�H k r k ) , 

 Y Ni 
= 

(
v ;ρ Y n +1 

Ni 
− Y n 

Ni 

�t 

)
+ (∇ v ;ρD ∇ Y Ni ) + (v ; M Ni r k ) , 

R Y Al 
= 

(
v ;ρ Y n +1 

Al 
− Y n 

Al 

�t 

)
+ (∇ v ;ρD ∇ Y Al ) + (v ; M Al r k ) . (60) 

ow, we solve the following linear system at each iteration n by

he Newton’s method 

 

 

 

 

 

 

 

∂R θ

∂θ

∂R θ

∂Y Ni 

∂R θ

∂Y Al 

∂R Y Ni 

∂θ

∂R Y Ni 

∂Y Ni 

∂R Y Ni 

∂Y Al 

∂R Y Al 

∂θ

∂R Y Al 

∂Y Ni 

∂R Y Al 

∂Y Al 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

[ 

�θ
�Y Ni 

�Y Al 

] 

= −
[ 

R θ

R Y Ni 

R Y Al 

] 

, (61) 
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Fig. 20. Verification of the code for the coupled chemo-thermal solver. (a) shows very good agreement between the theoretical and computational mass fractions and (b) 

shows excellent agreement between the theoretical and computational temperatures. 

Fig. 21. Time convergence study for the chemo-thermal model. The convergence 

rates with time refinement for the temperature and mass fractions are 1st order. 
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where the linearized terms on the left hand side of the system

(61) are the Gâteaux derivative of the residuals. 

Appendix C. Verification study 

Herein, we perform code verification and solution verification

[91,92] for the implemented chemo-thermal model. 

C.1. Code verification 

For the code verification, we adopt the system of equations

(1.335–1.337) from Powers [56] . Considering dimensionless param-

eters � = 10 , η = 0 , q = 5 , and γ = 2 / 5 , the system of equations
Fig. 22. Spatial and temporal convergence for the premixed Ni–Al 
educes to the following nonlinear ordinary differential equation 

d λ

d τ
= exp 

[ −10 

1 + 5 λ

] (
(1 − λ) − λ exp 

[ −12 . 5 

1 + 5 λ

] )
, λ(0) = 0 . 

(62)

Mass fraction λ is solved using Eq. (62) and temperature θ is

imply evaluated from Eq. (1.336) in Reference [56] . We compare

he theoretical solution to the computational solution of the solver.

igure. 20 shows excellent agreement between the theoretical and

omputational results. Figure 21 depicts the temporal convergence

tudy. The errors for the temperature and mass fraction with re-

pect to time step are converging at the expected and nearly opti-

al rates. The errors are computed as 

 t (ϕ) = ‖ ϕ − ϕ 

∗‖ , (63a)

here ‖·‖ is the L 2 norm. Here, ϕ∗ is the theoretical solution while

is the computational solution. All errors are evaluated at time

 = 600 s. 

.2. Solution verification 

Due to the absence of an analytical solution for the nonlin-

ar problem discussed in Section 4 , a self-verification study is

erformed for the solution verification. We compute the chemo-

hermal responses of a premixed system shown in Fig. 3 . The spa-

ial and temporal convergence studies are shown in Fig. 22 . The

rrors for the temperature and NiAl mass fraction with respect to

he mesh and time refinement are converging at the expected and

early optimal rates. All errors are calculated at time t = 3 . 5 ms.
reactive sample. All errors are calculated at time t = 3 . 5 ms. 
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he space and time errors are evaluated as 

 h (ϕ) = ‖ ϕ h − ϕ h ref 
‖ , (64a) 

 t (ϕ) = ‖ ϕ t − ϕ t ref 
‖ , (64b) 

here ‖·‖ is the L 2 norm, ϕ is the relevant field and subscript ref

enotes spatial or temporal reference solution. A mesh composed

f 10 0,0 0 0 finite elements is used as the spatial reference and a

ime step of �t = 1 × 10 −5 s is used as the temporal reference in

q. (64) . 

upplementary material 

Supplementary material associated with this article can be

ound, in the online version, at doi: 10.1016/j.combustflame.2019.05.

38 . 
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