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Abstract— This paper presents a new result concerning
the design of supervisors for specifications involving firing
vectors. The result shows that without loss of permissiveness,
a solution to the design problem can be found by solving
another supervisor design problem, involving only marking
specifications, in a transformed Petri net. On one hand, this
result shows that the methods for marking specifications can
be applied to specifications involving also firing vectors. On
the other hand, the specifications involving firing vectors have
been shown to be necessary in order to describe the P-
type languages of free-labeled Petri nets. Since the method
of this paper could be used without loss of permissiveness,
it is complementary to our previous work on structural and
suboptimal methods for the design of supervisors with firing
vector specifications.

I. I NTRODUCTION

The constraints of the form

Lµ + Hq + Cv ≤ b (1)

have been proposed in [3], as a description of the constraints
enforced by a set of places arbitrarily connected to a set of
transitions. Thus, (1) describe the P-type languages of free-
labeled Petri nets (PNs). In (1),µ is the marking,q is the
firing vector, andv is a parameter called the Parikh vector,
representing the number of firings of each transition since
the initialization of the system. Further,L, H , C, andb are
integer matrices of appropriate dimensions. As the Parikh
vector term can be easily incorporated in the marking term
by adding a sink place to each transition [3], we will only
refer to constraints of the form

Lµ + Hq ≤ b (2)

Given a PNN = (P, T, D−, D+), where P is the set
of places,T the set of transitions,D− the input matrix,
and D+ the output matrix, a specification (2) onN is
interpreted as follows. First, a markingµ satisfies (2) if
Lµ ≤ b. Further, a transitiont may fire atµ only if its
corresponding firing vectorq satisfiesLµ + Hq ≤ b and
the next reached markingµ′ (that is, µ

t
−→ µ′) satisfies

Lµ′ ≤ b. Moreover, in a concurrency setting, a firing vector
q is enabled only if for all integer vectorsq′, q′′ ≥ 0,

q′ + q′′ ≤ q ⇒ Lµ′ + Hq′′ ≤ b, whereµ
q′

−→ µ′.
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In this paper we consider disjunctions of the form
nd
∨

i=1

[Liµ + Hiq ≤ bi] (3)

requiring that there isi = 1 . . . nd such thatµ andq satisfy
the specificationLiµ + Hiq ≤ bi, in the sense discussed at
(2). Due to partial controllability and observability issues,
the problem of enforcing specifications (3) is difficult. The
main result of this paper is that given a specificationS of
the form (3) on a PN(N , µ0), a solution to the supervisor
design problem can be found by solving first a supervision
design problem on a transformed PN(NH , µH0) for a
specificationSH of the form

nd
∨

i=1

[LH,iµH ≤ bi]. (4)

Note that(NH , µH0) and the matricesLH,i are obtained
from (N , µ0) and (3) by means of a PN and constraint
transformation that we callthe H-transformation. Thus, our
results show that if we find a specificationS′H of the form
(4) that is at least as restrictive asSH and that satisfies
also certain feasibility and compatibility constraints, then a
specificationS′ of the form (3) can be easily derived, such
thatS′ is feasible and at least as restrictive asS. Further, we
show that ifS′H is optimal with respect to permissiveness, so
is S′. Note that the paper does not show how to findS ′H ; it
only shows that without loss of permissiveness, the problem
of enforcing (3) can be reduced to a problem of enforcing
a specification (4) (in which the termHq is missing).

The results of this paper are obtained under the con-
currency setting of the transition bag assumption [7], [6],
in which bags of transitions can fire at the same time.
This means that a firing vectorq may be any nonnegative
integer vectorq ∈ N

|T |, provided there are enough many
tokens to enableq. Further, note that a supervisor derived
under the transition bag assumption is valid also under other
concurrency settings, though it may be more restrictive than
necessary. The setting of partial controllability and observ-
ability considered in this paper is general. We consider a
class of labeled PNs in which different labeling functions
are used for control events and for observation events. In
this way, the settings of the (conventional) labeled Petri
nets and of the Petri nets with uncontrollable/unobservable
transitions appear as special cases.

Concerning the significance of the results, further work
is necessary in order to determine whether this reduction

8th International Workshop on Discrete Event Systems (WODES'06) 
University of Michigan, Ann Arbor, July 10-12, 2006.



method is the best way to approach constraints (3). It should
be emphasized that the reduction method in itself has very
little computational complexity: the transformation required
to go between(N , µ0) and (3) on one hand, and(NH , µH0)
and (4) on the other hand, has low polynomial complexity.
However, more work is needed in order to investigate the
benefit of working with specifications in the simplified form
(4). In any case, these results are a step forward towards
understanding the permissiveness properties of the structural
method of [3], which uses the same reduction technique.

II. PRELIMINARIES

Let D = D+ − D− denote the incidence matrix. It is
known [3] that in the fully controllable and observable case,
a least restrictive supervisor enforcing (2) can be imple-
mented by a PN supervisor of input and output matrices

D+
c = max(0,−LD, H − LD) (5)

D−
c = max(0, LD, H) (6)

In the equations (5–6), the operatormax is taken el-
ement by element. That is,Y = max(0, X) means
Yij = max(0, Xij) and Z = max(X, Y ) meansZij =
max(Xij , Yij). By definition, the constraintsLµ + Hq ≤ b
are interpreted as requiring that∀q′, q′′ ≥ 0, q′ + q′′ ≤ q ⇒

Lµ′ + Hq′′ ≤ b, whereµ
q′

−→ µ′. It is important to notice
that this interpretation of (2) can be simply expressed by
the inequality

Lµ + Hdq ≤ b (7)

for Hd = D−
c , as proved in the following lemma.

Lemma 2.1µ andq ≥ 0 satisfy (7) iff∀q′, q′′ ≥ 0, q′+q′′ ≤

q ⇒ Lµ′ + Hq′′ ≤ b, whereµ
q′

−→ µ′.

Proof: First, let’s note thatLµ′ + Hq′′ ≤ b can be
written asLµ + LDq′ + Hq′′ ≤ b.
“⇒” In view of (6), the conclusion follows based on the
observation thatD−

c q ≥ D−
c (q′ + q′′) ≥ (LD)q′ + Hq′′.

“⇐” Let l, h ande denote thek’th row of L, H andb. We
prove that if∀q′, q′′ ≥ 0, q′+q′′ ≤ q⇒ lµ+lDq′+hq′′ ≤ e,
then lµ + d−c q ≤ e, whered−c = max(0, lD, h). We prove
it by showing that the maximum of[lDq′ +hq′′] subject to
q′, q′′ ≥ 0 andq′ + q′′ ≤ q, equalsd−c q.

Let q = [q1, q2, . . . qn]T , q′ = [q′1, q
′
2, . . . q

′
n]T and

q′′ = [q′′1 , q′′2 , . . . q′′n]T . Note that max[lDq′ + hq′′] =
max[

∑

i((lD)iq
′
i + hiq

′′
i )], where(lD)i andhi are thei’th

components oflD and h. Sincemax[(lD)iq
′
i + hiq

′′
i )] =

qi max(0, (lD)i, hi), we obtain max[(lD)q′ + hq′′] =
∑

i qi max(0, (lD)i, hi) = d−c q, which ends the proof.
Let Q denote the set of firing vectors,Q∗ the set of firing

sequencesσ = q1q2 . . ., andM the set of initial states
(initial markings). In this paper, we consider deterministic
supervisors defined as mapsΞ : M× Q∗ → Q. For all
x ∈M×Q∗, Ξ(x) represents the set of supervisor-enabled
firing vectors, where a firing vectorq is enabled whenq ≤
Ξ(x). As defined, supervisors may or may not be feasible,
where a supervisor is infeasible if it cannot be implemented

due to the controllability and observability constraints of the
plant.

A specification is said to beenforced by a supervisor
Ξ of a plant(N , µ0) if the closed-loop(N , µ0, Ξ) allows
only firing sequences that satisfy the specification. A spec-
ification is said to beoptimally enforced if the closed-
loop (N , µ0, Ξ) disables only the firing sequences of the
plant that do not satisfy the specification. In other words,
a supervisorΞ that optimally enforces the specification has
the permissiveness of a least restrictive supervisor designed
in the setting of fully controllable and observable PNs.

In this paper we considerdouble-labeled PNs, which
are PNs enhanced with two labeling functions, as follows.
Each transition is labeled by control events and by one
observation event. A transition may fire only if one of the
control events is enabled. Further, when a transition fires,
it generates the observation event that labels it. Without
loss of generality, we will assume each transition is labeled
by a single control event. LetK andO denote the sets of
control and observation events. The events used for control
are mapped byρ : T → K, and the events used for
observation byo : T → O. In particular, for labeled PNs
ρ(t) = o(t) ∀t ∈ T andK = O = Σ, whereΣ is the set
of events. Further, for PNs with individually controllable
and observable transitions,ρ(t) = o(t) = {t} ∀t ∈ T and
K = O = T . In order to define formally the feasibility of
a specification, the following notation is introduced.

1) Let Kc ⊆ K denote the set of controllable events.
Given a firing vectorq, ρ∗(q) denotes a vectorz ∈
N

|Kc| indexed by the events ofKc, such that∀e ∈ Kc,
z(e) =

∑

t∈ρ−1(e) q(t).
2) Let Oo ⊆ O denote the set of observable events.

Given a firing vectorq, o∗(q) denotes a vectorz ∈
N

|Oo| indexed by the events ofOo, such that∀e ∈ Oo,
z(e) =

∑

t∈o−1(e) q(t).
3) Given a firing sequenceσ = q1q2q3 . . . let

o∗(σ) denote the sequence of observation vectors
o∗(q1)o

∗(q2)o
∗(q3) . . ..

Definition 2.1 A specification on a PN(N , µ0) is feasible
if a supervisor optimally enforcing it ensures that

1) If q and q′ are two plant-enabled firing vectors and
ρ∗(q) = ρ∗(q′), then the closed-loop enables either
both q and q′ or none of them.

2) If σ1 and σ2 are two firing sequences closed-loop
enabled at the initial state,o∗(σ1) = o∗(σ2), and
q 6= 0 is a firing vector such that bothσ1q and σ2q
are plant-enabled at the initial state, then either both
σ1q andσ2q or none of them are closed-loop enabled
at the initial state.

In Definition 2.1, note that the firing vectorsq andq′ are
not necessarily nonzero, and the sequencesσ1 and σ2 are
not necessarily nonempty. In our convention, a firing vector
q = 0 and an empty firing sequenceσ are always enabled.
Next, we define feasible supervisors. LetΩ denote the set
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Fig. 2. Illustration of the transition split operation.

of observation vectorso∗(q) for q ∈ Q and Ω∗ the set
of sequences of observation vectorso∗(q1)o

∗(q2)o
∗(q3) . . ..

Let Γ denote the set of control vectorsρ∗(q) for q ∈ Q. A
feasiblesupervisor should be implementable by observing
only observation vectors and controlling only controllable
events. A formal definition follows.

Definition 2.2 A supervisorΞ is feasible if there is a map
Ξ : M × Ω∗ → Γ such that∀s ∈ M, ∀σ ∈ Q∗, γ =
Ξ(s, πo(σ)) ⇒ Ξ(s, σ) = {q ∈ Q : ρ∗(q) ≤ γ}.

Note that a feasible specification has the property that
there is a feasible supervisor that optimally enforces it.
Next, we define the PN and constraint transformations used
in this paper. The H-transformation is a modification of the
indirect method for enforcing firing vector constraints in [5].
The idea of the transformation is illustrated on the following
example. Consider the PN of Figure 1(a). Assume that we
desire to enforce

µ1 + µ2 + 2µ3 + q3 ≤ 5 (8)

Then, we can transform the PN as shown in Figure 1(b).
The transformation adds a place and a transition which
correspond to the factorq3. Then

µ1 + µ2 + 2µ3 + 4µ5 ≤ 5 (9)

is the transformed constraint, where the term4µ5 is ob-
tained as follows. Consider firingt3 in the transformed net.
If µ

t3−→ µ′ anda is the coefficient ofµ5, we desire

a + µ′
1 + µ′

2 + 2µ′
3 = 1 + µ1 + µ2 + 2µ3

where the factor1 is the coefficient ofq3 in (8). Thus we
obtaina = 4. The transformation is defined as follows.

The H-Transformation

Input: The PNN of structureN = (P, T, D−, D+), the
constraintsLµ+Hq ≤ b, and optionally the initial marking
µ0 and a setTs,H ⊆ T (by default,Ts,H = ∅).

Output: The H-transformed PNNH of structure
NH = (PH , TH , D−

H , D+
H), the H-transformed constraints

LHµH ≤ b, and the initial markingµH0 of NH .

1) Let Hd = max(LD, H, 0), T 1 = Ts,H ∪ {t ∈ T :
Hd(·, t) 6= 0} and Ts = {t ∈ T : ρ(t) =
ρ(t′) for somet′ ∈ T 1}. (ThusTs ⊇ T 1.)

2) Initialize NH to be identical toN , with the same
controllability and observability attributes. Initialize
alsoLH to L andµH0 to µ0.

3) For all t ∈ Ts:
a) Add a new placepk and a new transitiontj to
NH as in Figure 2.

b) Set LH(·, pk) = Hd(·, ti) + LD−(·, ti) and
µH0(pk) = 0.

4) For all t ∈ Ts, the controllability and observability of
the transitionstj is defined as follows:

a) o(t • •) = o(t).
b) The set of control events is extended such that

ρ(t • •) /∈ {ρ(t) : t ∈ T }.
c) ρ(t • •) is controllable iffρ(t) is controllable.
d) Fort, t′ ∈ Ts, ρ(t••) = ρ(t′••) iff ρ(t) = ρ(t′).

The H−1-Transformation

Input: The PNN = (P, T, D−, D+), the H-transformed
net NH = (PH , TH , D−

H , D+
H), and a set of constraints

LHµH ≤ b onNH .

Output: The H−1-transformed constraintsLµ + Hq ≤ b.

1) Set L(·, p) = LH(·, p) ∀p ∈ P and H to the null
matrix.

2) For all pk ∈ PH \ P

a) Let ti be the transition such that{ti} = •pk.
b) SetH(·, ti) = LH(·, pk)− LHD−

H(·, ti).
Note several properties of the H- and H−1-transformations.
To simplify our notation, assume single constraintslµ +
hq ≤ b and lHµH ≤ b. Further, letPH = PH \P . Thus, if
lHµH ≤ b is the H-transformation oflµ + hq ≤ b, then:

lH(p) =

{

l(p) if p ∈ P
hd(•p) + lD−(·, •p) if p ∈ PH

(10)

In addition, the relation betweenNH andN is such that

∀t ∈ T \ •PH :

D−
H(p, t) =

{

D−(p, t) for p ∈ P
0 for p ∈ PH

(11)

D+
H(p, t) =

{

D+(p, t) for p ∈ P
0 for p ∈ PH

(12)

∀t ∈ T ∩ •PH :

D−
H(p, t) =

{

D−(p, t) for p ∈ P

0 for p /∈ PH
(13)

D+
H(p, t) =

{

0 for p /∈ PH ∩ t•
1 for p = PH ∩ t•

(14)

∀t ∈ TH \ T :

D−
H(p, t) =

{

0 for p 6= •t
1 for p = •t

(15)

D+
H(p, t) =

{

D+(p, • • t) for p ∈ P
0 for p /∈ P

(16)

Furthermore, iflµ + hq ≤ b is the H−1-transformation of
lHµH ≤ b

l(p) = lH(p) ∀p ∈ P (17)

h(t) =

{

lH(p)− lHD−
H(·, t), if t • ∩PH = p

0, if t • ∩PH = ∅
(18)
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Fig. 1. Example for the H-transformation.

The following relation can be easily verified based on (10–
16). The relation will prove very useful in the further
developments.

LHDH(·, t) =















LD(·, t) for t ∈ T \ •PH

Hd(·, t) for t ∈ T ∩ •PH

LD(·, • • t)−Hd(·, • • t)
for t ∈ TH \ T

(19)

Let Dc, D−
c andD+

c denote the incidence, output, and input
matrices of the supervisor enforcingLµ + Hq ≤ b. Simi-
larly, let’s defineDc,H , D−

c,H andD+
c,H for the supervisor

enforcingLHµH ≤ b in NH . Note thatDc,H = −LHDH

and D−
c,H = max(0, LHDH). Thus, based on (19), the

following is obtained:

D−
c,H(·, t) =

{

D−
c (·, t) for t ∈ T

0 for t ∈ TH \ T
(20)

Further, sinceD+
c,H = max(0,−LHDH)

D+
c,H(·, t) =







D+
c (·, t) for t ∈ T \ •PH

0 for t ∈ T ∩ •PH

D+
c (·, • • t) for t ∈ TH \ T

(21)

III. M AIN RESULTS

First, we introduce the following notation. If a transition
ti is split in the H-transformation as in Figure 2, letσH(ti)
be the firing sequencetitj . If a transitionti is not split, let
σH(ti) equalti. Further, we also useσH for firing vectors:
σH(q) = qHq′H , where qH(ti) = q′H(tj) = q(ti) for a
transitionti split in ti andtj , qH(ti) = q(ti) for a transition
ti that is not split,q′H(ti) = 0 ∀ti ∈ T and qH(tj) = 0
∀tj ∈ TH \ T . If σ = q1q2 . . . is a firing sequence inN ,
let σH(σ) = σH(q1)σH(q2) . . .. Further, letmH map the
markings ofN into markings ofNH as follows:

µH = mH(µ)⇒ µH(p) =

{

µ(p) for p ∈ P
0 for p ∈ PH

(22)

Proposition 3.1 Given (N , µ0) and (NH , mH(µ0)), let q
be a firing vector inN and σH(q) = qHq′H .

(a) At all reachable markings,qH is enabled iffσH(q) is
enabled.

(b) q is enabled at the markingµ1 iff σH(q) is enabled
at the markingmH(µ1).

Proof: (a) By (14) and (15),qH is enabled iffqHq′H
is enabled.

(b) Let µH1 = mH(µ1). Note thatµ1 ≥ D−q ⇔ µH1 ≥
D−

HqH , by (11) and (13). Therefore,q is enabled iffqH is
enabled, which concludes our proof by part (a).

Proposition 3.2 Consider (N , µ0) in closed-loop with a
supervisor Ξ optimally enforcingLµ + Hq ≤ b, and
(NH , mH(µ0)) in closed-loop with a supervisorΞH op-
timally enforcingLHµH ≤ b. Let q be a firing vector inN
and σH(q) = qHq′H .

(a) At all reachable markings,qH is closed-loop enabled
iff σH(q) is closed-loop enabled.

(b) µ is reachable andq is closed-loop enabled atµ iff
µH = mH(µ1) is reachable andσH(q) is closed-loop
enabled atµH .

Proof: (a) By (20), D−
c,Hq′H = 0. Thus, ΞH never

restricts the firing ofq′H . Therefore, in view of Proposi-
tion 3.1(a),qH is closed-loop enabled iffqHq′H is closed-
loop enabled.

(b) We show that a sequenceµ0
q1

−→ µ1
q2

−→ µ2 . . .
qk−→

µk is possible in the closed-loop ofN iff µH0
σH (q1)
−→

µH1
σH (q2)
−→ µH2 . . .

σH (qk)
−→ µHk is possible in the

closed-loop ofNH . Note thatq1q2 . . . qk is plant-enabled
iff σH(q1q2 . . . qk) is plant-enabled, based on Proposi-
tions 3.1(b) and 3.3(a), where Proposition 3.3(a) shows that
µHi = mH(µi) for i = 0, 1, . . . k. Thus, we only need
to prove that ifq1q2 . . . qi and σH(q1q2 . . . qi) are closed-
loop enabled, thenq1q2 . . . qiqi+1 is supervisor-enabled iff
σH(q1q2 . . . qiqi+1) is supervisor-enabled.

Note that the constraintsLHµH ≤ b are not violated
by firing qH when LHµH + D−

c,HqH ≤ b. Further, the
constraintsLµ + Hq ≤ b are not violated by firingq
when Lµ + Hdq ≤ b. By definition, Hd = D−

c . Further,
by (20) D−

c,HqH = Hdq, and by (10) andµH = mH(µ),
LHµH = Lµ. It follows that LHµHi + D−

c,HqHi+1 ≤ b
⇔ Lµi + Hdqi+1 ≤ b (where qHi+1 is the first term of
σH(qi+1) = qHi+1q

′
Hi+1). Therefore,qi+1 is supervisor-

enabled iff qHi+1 is supervisor-enabled. By part (a), this
concludes the proof.

Given a firing sequenceσ of N , we have already defined
σH(σ) to denote the equivalent firing sequenceσH of
NH . In the following developments, we will need also the
converse operationσ(σH), associating a firing sequenceσ
of N to each firing sequenceσH of NH . Assumeµ0 and
µH0 = mH(µ0) are the initial markings ofN andNH .
Given a firing sequenceσH of NH , let σH be the firing



count vector. LetνH(σH) be the largest integer vectorvH

such thatvH ≤ σH and ∀t ∈ •PH , vH(t) = vH(t • •).
Further, let χH(σH) = σH − νH(σH). Thus, if qH =
χH(σH), then ∀t ∈ TH \ •PH , qH(t) = 0. Let ν(σH)
and χ(σH) be the restrictions ofνH(σH) and χH(σH) to
the transitions inT . If σH = qH1qH2 . . . qHx, let σH0

be an empty sequence,σH1 = qH1, σH2 = qH1qH2,
. . .σHx = qH1qH2 . . . qHx andqi = ν(σHi)−ν(σHi−1) for
i = 1 . . . x. We defineσ(σH) as the sequenceq1q2 . . . qx.

Proposition 3.3 Consider(N , µ0), the set of constraints
Lµ + Hq ≤ b, and their H-transformation(NH , µH0) and
LHµH ≤ b, whereµH0 = mH(µ0).

(a) If σH(q) = qHq′H , µ1
q
−→ µ2, µH1

qH

−→ µ′
H1

q′

H−→
µH2 and µH1 = mH(µ1), thenµH2 = mH(µ2) and
LHµ′

H1 = Lµ1 + Hdq.
(b) If µH0

σH−→ µH , then σ(σH) is enabled atµ0 and
firing it results in µ = µ0 + Dν(σH). Further, q =
χ(σH) is enabled atµ and LHµH = Lµ + Hdq.

(c) GivenσH and qH , if σHqH is enabled atµH0 andx
is the restriction ofqH to T , thenσ(σH)q is enabled
at µ0, whereq = χ(σH) + x.

(d) LetΞ be a supervisor optimally enforcingLµ+Hq ≤
b in (N , µ0) andΞH a supervisor optimally enforcing
LHµH ≤ b in (NH , µH0). If σH is closed-loop
enabled atµH0, thenσ(σH) is closed-loop enabled
at µ0.

Proof: (a)LHµ′
H1 = Lµ1+Hdq follows from (10–14)

andµH2 = mH(µ2) from (11–16).
(b) Let µH1, µH2, . . .µHx be markings such that

µH0
qH1

−→ µH1
qH2

−→ µH2 . . .
qHx

−→ µHx. Let σH0 be an
empty sequence,σH1 = qH1, σH2 = qH1qH2, . . .σHx =
qH1qH2 . . . qHx. Further, letµi = µi−1 + D(ν(σHi) −
ν(σHi−1)) and ui = χ(σHi) for i = 1 . . . x. We show
by induction thatµi is reachable fromµi−1 by firing
qi = ν(σHi) − ν(σHi−1), whereµi = µi−1 if qi = 0,
and that LHµHi = Lµi + Hdui for i = 1 . . . x. For
i = 1, note thatν(σH1) = 0 and µ1 = µ0. Further,
LHµH1 = Lµ1 + Hdu1 is satisfied by part (a). Now,
assume the induction hypothesis satisfied at stepi. Let
qi+1 = ν(σHi+1)−ν(σHi). Let’s show first that ifqi+1 6= 0
then qi+1 is plant-enabled, that is,µi ≥ D−qi+1. Note
that µHi = µH0 + DHνH(σHi) + DHχH(σHi), and so
µHi = mH(µi) + DHχH(σHi). SinceqHi+1 is enabled,
µHi ≥ D−

HqHi+1. Then, by (11–14),µi ≥ D−(ui + x),
wherex is the restriction ofqHi+1 to T . Note that since
µH0 = mH(µ0), any firing of a transitiont ∈ TH \T must
be preceded by a firing of the transition• • t. Thus,∀t ∈
TH \ T : qHi+1(t) ≤ ui(• • t) and qHi+1(t) = qi+1(• • t).
Further,∀t ∈ T \ •PH : x(t) = qi+1(t). Therefore, we
can conclude thatqi+1 ≤ ui + x and soµi ≥ D−qi+1.
Next we show thatLHµHi+1 = Lµi+1 + Hdui+1. Now,
LHµHi+1 = LHµHi−Dc,HqHi+1. Let’s decomposeqHi+1

as qHi+1 = αH + βH + γH , whereαH(t) = qHi+1(t) for
t ∈ TH \ T and αH(t) = 0 otherwise,βH(t) = qHi+1(t)

if t ∈ T \ •PH and βH(t) = 0 otherwise, andγH(t) =
qHi+1(t) if t ∈ T ∩•PH andγH(t) = 0 otherwise. By (11–
16),Dc,HqHi+1 = D+

c α+Dcβ−D−
c γ, whereβ andγ are

the restrictions ofβH andγH to T , andα(t) = αH(t • •)
for t ∈ T ∩ •PH and α(t) = 0 otherwise. Thus, from
LHµHi+1 = Liµi +Hdui−Dc,HqHi+1 andD−

c = Hd we
obtainLHµHi+1 = Liµi −Dc(α + β) + Hd(ui − α + γ).
Note that qi+1 = α + β and ui+1 = ui − α + γ, so
LHµHi+1 = Li+1µi+1 + Hdui+1, which concludes our
induction proof.

It only remains to show thatq = χ(σH) is enabled atµ.
Let q′H be defined asq′H(t) = µH(•t) ∀t ∈ TH \ T and
q′H(t) = 0 otherwise. Thus,µH enablesq′H . Therefore, by
the first part of the proof,µ enablesqz = ν(σHq′H)−ν(σH).
Note thatqz = q. Therefore,µ enablesq.

(c) Let xH = qH(t) ∀t ∈ T and xH(t) = 0 otherwise.
Let q′H be defined asq′H(t) = µH(•t) ∀t ∈ TH \ T

and q′H(t) = 0 otherwise, whereµH
σH←− µH0. Note that

σHxHq′H is enabled. Further, letx∗
H and q∗H be defined

as x∗
H(t) = xH(t) ∀t ∈ T ∩ •PH , x∗

H(t) = 0 otherwise,
q∗H(t) = xH(t) ∀t ∈ T \•PH , q∗H(t) = q′H(t) ∀t ∈ TH \T ,
and q∗H(t) = 0 otherwise. (Sox∗

H + q∗H = xH + q′H .) In
view of (11–16), sinceσHxHq′H is enabled,σHx∗

Hq∗H is
too. Note thatσ(σHx∗

Hq∗H) = σ(σH)q for q = χ(σH) + x.
Then,σ(σH )q is enabled by part (b).

(d) The induction proof of part (b) can be used, once we
show thatqi+1 is supervisor-enabled at the markingµi, that
is, Lµi + Hdqi+1 ≤ b. SinceqHi+1 is closed-loop enabled,
LHµHi+D−

c,HqHi+1 ≤ b. By (20),D−
c,HqHi+1 = Hdx. By

LHµHi = Lµi+Hdui, Lµi+Hdqi+1+Hd(x+ui−qi+1) ≤
b. Sincex + ui ≥ qi+1, Lµi + Hdqi+1 ≤ b, and soqi+1 is
supervisor-enabled.

Next, a relaxed concept of feasibility is introduced for
specifications onNH . Compared to Definition 2.1, the
second requirement is relaxed to constrain only the firing
sequencesσH of NH that have the formσH = σH(σ),
whereσ is a sequence ofN .

Definition 3.1 A specification on(NH , µH0) is h-feasible
if a supervisor optimally enforcing it ensures that

1) If qH and q′H are two plant-enabled firing vectors
and ρ∗(qH) = ρ∗(q′H), then the closed-loop enables
either bothqH and q′H or none of them.

2) Let q 6= 0 be a firing vector ofN and σ1 and σ2 be
two sequences of firing vectors ofN . If σH(σ1) and
σH(σ2) are enabled by the closed-loop at the initial
state,o∗(σH(σ1)) = o∗(σH(σ2)), and bothσH(σ1q)
and σH(σ2q) are plant-enabled at the initial state,
then either bothσH(σ1q) and σH(σ2q) or none of
them are closed-loop enabled at the initial state.

The H-transformation can be defined also for disjunctions
of constraints (3), requiring all reachable states to satisfy

nd
∨

i=1

[Liµ ≤ bi] (23)



and that a firing vectorq should be enabled only ifµ and
q satisfy

nd
∨

i=1

[Liµ + Hd,iq ≤ bi] (24)

where Hd,i = max(LiD, Hi, 0). Hd,i is the Hd matrix
defined in the H-transformation, which is also the same as
D−

c,i calculated by (6). Note that this interpretation of a dis-
junction (3) is not the most general. Recall, the constraints
(1) were defined to require the inequalityLµ + Hq ≤ b
satisfied for all possible intermediary states reached during
the firing of q, that is, for allq′, q′′ ≥ 0, if q′ + q′′ ≤ q then

Lµ′ + Hq′′ ≤ b, whereµ
q′

−→ µ′. Thus, it was shown in
Lemma 2.1 that the constraints (1) enable a firing vectorq
iff the inequalityLµ + Hdq ≤ b is satisfied. On the other
hand, the requirement that for allq′, q′′ ≥ 0, if q′ + q′′ ≤ q
then

∨

i Liµ
′ + Hiq

′′ ≤ bi, is weaker than the requirement
that µ andq satisfy (24). However, (24) is easier to check
online and allows us to easily extend our results from
conjunctions of constraints to disjunctions of constraints.
In the particular case of no concurrency andHi = 0 for all
i, these two interpretations of (3) are equivalent.

The H-transformation for constraints (3)

1) Let Hd,i = max(LiD, Hi, 0) and modify Ts,H to

Ts,H = Ts,H ∪
nd
⋃

i=1

{t ∈ T : Hd,i(·, t) 6= 0}.

2) For all i = 1 . . . nd, apply the H-transformation to
the constraintsLiµ + Hiq ≤ bi with the argument
Ts,H calculated at step 1. LetLH,iµH ≤ bi be the
transformed constraints.

3) The result of the H-transformation consists of the
disjunction (4), the PNNH , and the initial marking
µH0, whereNH and µH0 are obtained from any of
the H-transformations of step 2.

Note that the choice of the setTs,H guarantees that the
same PNNH is obtained by all H-transformations of step 2.
The H−1-transformation of a disjunction (4) results in a
disjunction (3), obtained by taking the disjunction of the
H−1-transformations of the constraintsLH,iµH ≤ bi.

The H −1-transformation for constraints (4)

1) For all i = 1 . . . nd, apply the H−1-transformation to
the constraintsLH,iµH ≤ bi. Let Liµ + Hiq ≤ bi be
the transformed constraints.

2) The result of the H−1-transformation is the disjunc-
tion (3).

The next result shows that Proposition 3.2 can be ex-
tended to disjunctions of constraints.

Proposition 3.4 Consider (N , µ0) in closed-loop with a
supervisorΞ optimally enforcing (3), and(NH , mH(µ0))
in closed-loop with a supervisorΞH optimally enforcing
(4). Let q be a firing vector inN and σH(q) = qHq′H .

(a) At all reachable markings,qH is closed-loop enabled
iff σH(q) is closed-loop enabled.

(b) µ is reachable andq is closed-loop enabled atµ iff
µH = mH(µ1) is reachable andσH(q) is closed-loop
enabled atµH .

Proof: (a) By Proposition 3.1(a),qH is plant-enabled
iff σH(q) is plant-enabled. By (20),D−

c,H,iq
′
H = 0 for all

i = 1 . . . nd, and so firingq′H cannot violate any of the
constraintsLHiµH ≤ bi that are satisfied. The conclusion
follows.

(b) The proof is the same as in Proposition 3.2(b), once
we substituteLµ+Hq ≤ b (LHµH ≤ b) by the constraints
Ljµ+Hjq ≤ bj (LHjµH ≤ bj), j ∈ {1, 2, . . . nd}, that are
satisfied whenqi+1 (qHi+1) is fired atµi (µHi).

Part (a) of the next result shows that Proposition 3.3(c,d)
can also be extended to disjunctions of constraints.

Proposition 3.5 Let Ξ be a supervisor optimally enforcing
(3) in (N , µ0) andΞH a supervisor optimally enforcing (4)
in (NH , µH0), whereµH0 = mH(µ0).

(a) If σH is closed-loop enabled atµH0, thenσ(σH) is
closed-loop enabled atµ0.

(b) Assume thatσH is closed-loop enabled atµH0 and
σHqH is plant-enabled atµH0. ThenσHqH is closed-
loop enabled atµH0 iff q = χ(σH) + x is closed-
loop enabled atµ = µ0 + Dν(σH), wherex is the
restriction ofqH to T .

Proof: (a) The proof of Proposition 3.3(d) can be
adapted here based on the following observation. For
any closed-loop enabled sequenceµH0

qH1

−→ µH1
qH2

−→
µH2 . . .

qHx

−→ µHx, there is a sequence of indices
k0, k1, . . . kx−1 ∈ {1, 2, . . . nd} such that LH,ki

µHi +
D−

c,H,ki
qHi+1 ≤ bki

, for all i = 0, 1, . . . x − 1. Thus,
the proof of Proposition 3.3(d) can be used to show that
LH,ki

µHi + D−
c,H,ki

qHi+1 ≤ bki
⇒ Lki

µi + H−
d,ki

qi+1 ≤
bki

, whereq1q2 . . . qx denotes the sequenceσ(σH).
(b) By part (a) and Proposition 3.3(b),µ is reachable

in the closed-loop by firingσ(σH). Let µH
σH←− µH0.

For all i = 1, 2, . . . nd, D−
c,H,iqH = D−

c,ix by (20), and
LH,iµH = Liµ + Hd,iχ(σH) by Proposition 3.3(b). Thus,
LH,iµH + D−

c,H,iqH = Liµ + Hd,iq. If q is closed-loop
enabled, then there isi ∈ {1, 2, . . . nd} such thatLiµ +
Hd,iq ≤ bi. Thus,LH,iµH + D−

c,H,iqH ≤ bi, which shows
that qH is supervisor-enabled atµH . On the other hand, if
qH is closed-loop enabled atµH , there isi ∈ {1, 2, . . . nd}
such thatLH,iµH + D−

c,H,iqH ≤ bi, so Liµ + Hd,iq ≤ bi.
Thus, q is supervisor-enabled atµ. Therefore, in view of
Proposition 3.3(c),q is closed-loop enabled atµ.

Theorem 3.1 Let (4) denote the H-transformation of (3),
µ0 the initial marking ofN andµH0 = mH(µ0) the initial
marking ofNH . Then (4) is h-feasible iff (3) is feasible.

Proof: The proof shows that each of the two require-
ments of Definition 2.1 implies its corresponding require-
ment in Definition 3.1 and vice-versa. The proof for the
first requirement is by contradiction.



Case 1a: The first requirement is satisfied in Defini-
tion 3.1 but not in Definition 2.1. Thus, there is a reach-
able markingµ of N such that two plant-enabled firing
vectorsq1 and q2 satisfy thatρ∗(q1) = ρ∗(q2) and that
the closed-loop enablesq1 but disablesq2. Since q1 is
supervisor-enabled andq2 is supervisor-disabled, there is
k ∈ {1, 2, . . . nd} such thatLkµ+Hd,kq1 ≤ bk, andLiµ+
Hd,iq2 6≤ bi for all i = 1 . . . nd. Let σH(q1) = qH1q

′
H1

andσH(q2) = qH2q
′
H2. By Propositions 3.4(b) and 3.1(b),

µH = mH(µ) is reachable in the closed-loop,qH1 is closed-
loop enabled andqH2 is only plant-enabled. However, this
contradicts the first requirement of Definition 3.1, since
ρ∗(q1) = ρ∗(q2) ⇒ ρ∗(qH1) = ρ∗(qH2).

Case 1b: The first requirement is satisfied in Defini-
tion 2.1 but not in Definition 3.1. Thus, there is a reachable
marking µH of NH such that two firing vectorsqH1 and
qH2 satisfy thatρ∗(qH1) = ρ∗(qH2) and thatqH1 is closed-
loop enabled andqH2 is only plant-enabled. Fori = 1, 2, let
xHi be defined asxHi(t) = qHi(t) ∀t ∈ T andxHi(t) = 0
otherwise. By (20),xH1 is closed-loop enabled andxH2 is
only plant-enabled. LetσH be a firing sequence such that
µH0

σH−→ µH and letx1 andx2 be the restrictions ofxH1

and xH2 to T , q1 = χ(σH) + x1 and q2 = χ(σH) + x2.

By Propositions 3.5 and 3.3(b–c),µ0
σ(σH )
−→ µ, q1 is closed-

loop enabled atµ and q2 is only plant-enabled atµ. This
contradicts the first requirement of Definition 2.1, since
ρ∗(qH1) = ρ∗(qH2) ⇒ ρ∗(q1) = ρ∗(q2).

Case 2: We show that the second requirement in Def-
inition 3.1 is not satisfied iff the second requirement in
Definition 2.1 is not satisfied. The second requirement of
Definition 2.1 is not satisfied iff there are two sequencesσ1

andσ2 and a firing vectorq such thatσ1q andσ2 are closed-
loop enabled,σ2q is only plant-enabled, ando∗(σ1) =
o∗(σ2). Further,σ1q and σ2 are closed-loop enabled and
σ2q is only plant-enabled iffσH(σ1q) and σH(σ2) are
closed-loop enabled andσH(σ2q) is only plant-enabled, by
Propositions 3.4(b) and 3.1(b). Sinceo∗(σ1) = o∗(σ2) ⇔
o∗(σH(σ1)) = o∗(σH(σ2)), the conclusion follows.

Given (N , µ0), we say that a supervisorΞ1 is at least as
restrictive as a supervisorΞ2, which we writeΞ1 � Ξ2, if
any sequenceσ closed-loop enabled at the initial state of
(N , µ0, Ξ1) is also closed-loop enabled at the initial state of
(N , µ0, Ξ2). Further,Ξ1 is more restrictive thanΞ2, which
we write Ξ1 ≺ Ξ2, if Ξ1 � Ξ2 and there is a sequenceσ
closed-loop enabled at the initial state of(N , µ0, Ξ2) that is
not closed-loop enabled at the initial state of(N , µ0, Ξ1).
Let S denote a set of constraints

∨nd

i=1[Liµ + Hiq ≤ bi]

and S′ denote
∨n′

d

i=1[L
′
iµ + H ′

iq ≤ bi]. Let SH denote
∨nd

i=1[LHiµH ≤ bi], the H-transformation ofS, and S′H
denote

∨n′

d

i=1[L
′
HiµH ≤ b′i], the H-transformation ofS′. In

order to ensure that the H-transformations ofS andS′ result
in the same PNNH , we define thejoint H-transformation
of S and S′ to consist of an H-transformation ofS and
an H-transformation ofS′ that use the same parameter
Ts,H ⊇

⋃nd

i=1{t ∈ T : Hd,i(·, t) 6= 0} ∪
⋃n′

d

i=1{t ∈

T : H ′
d,i(·, t) 6= 0}, whereHd,i = max(LiD, Hi, 0) and

H ′
d,i = max(L′

iD, H ′
i, 0).

Theorem 3.2Let S and S′ be two sets of constraints (3),
andSH andS′H their joint H-transformation. LetΞ, Ξ′, ΞH

and Ξ′
H be supervisors optimally enforcingS, S′, SH and

S′H , respectively, in(N , µ0) and(NH , µH0), whereµH0 =
mH(µ0). Ξ � Ξ′ (Ξ ≺ Ξ′) iff ΞH � Ξ′

H (ΞH ≺ Ξ′
H ).

Proof: The proof is by contradiction. First, we prove
ΞH � Ξ′

H ⇒ Ξ � Ξ′. Assume σ enabled atµ0 in
(N , µ0, Ξ) and not in(N , µ0, Ξ

′). Then,σH(σ) is enabled
at µH0 in (NH , µH0, ΞH) but not in (NH , µH0, Ξ

′
H), by

Proposition 3.4(b). This contradictsΞH � Ξ′
H . Next we

prove thatΞ � Ξ′ ⇒ ΞH � Ξ′
H . AssumeσH enabled

at µH0 in (NH , µH0, ΞH) and (NH , µH0, Ξ
′
H), but σHqH

enabled only in(NH , µH0, ΞH). Let q be defined as in
Proposition 3.5(b). Then,σ(σH)q is enabled atµ0 in
(N , µ0, Ξ) and not in(N , µ0, Ξ

′), by Proposition 3.5(b).
This contradictsΞ � Ξ′. Now, we proveΞ ≺ Ξ′ ⇒
ΞH ≺ Ξ′

H . Assume ΞH 6≺ Ξ′
H . Since Ξ ≺ Ξ′ ⇒

Ξ � Ξ′ ⇒ ΞH � Ξ′
H , it must be thatΞH and Ξ′

H are
equally permissive. Thus,ΞH � Ξ′

H . Then,Ξ � Ξ′, which
contradictsΞ ≺ Ξ′. The proof ofΞH ≺ Ξ′

H ⇒ Ξ ≺ Ξ′ is
similar.

In the following developments, it will be useful to guar-
antee that the successive application of the H−1- and H-
transformations to a set of constraints (4) produces exactly
the same set of constraints. To this end, each component
LHµH ≤ b of a disjunction (4) will be constrained to satisfy

∀p ∈ PH :

{

LH(·, p) ≥ LHD+
H(·, p•)

LH(·, p) ≥ LHD−
H(·, •p)

(25)

∀t ∈ T \ •PH : LHDH(·, t) ≤ 0 (26)

The following result summarizes the properties of (25–26).

Theorem 3.3 (a) The H-transformation of any set of
constraintsLµ + Hq ≤ b satisfies (25–26).

(b) Given an H-transformed netNH and a set of con-
straints LHµH ≤ b, let Lµ + Hq ≤ b denote the H−1-
transformation ofLHµH ≤ b and letL′

Hµ′
H ≤ b andN ′

H

denote the H-transformation of (2). IfLH satisfies (25–26)
and the H-transformation generatingL′

Hµ′
H ≤ b has the

parameterTs,H = •PH , thenNH andN ′
H are identical,

and L′
H = LH .

Proof: (a) By definition, Hd(·, •p) =
max(0, LD(·, •p), H(·, •p)) ∀p ∈ P H . Further, by
(13) and (16),LD(·, •p) = LHD+

H(·, p•) − LHD−
H(·, •p)

and LD−(·, •p) = LHD−
H(·, •p). Then, (25) is obtained

by substitutingLD in Hd, thenHd andLD− in ∀p ∈ PH :
LH(·, p) = Hd(·, •p) + LD−(·, •p), where this expression
is true by (10). According to the H-transformation, all
transitionst for which Hd(·, t) 6= 0 are split. Therefore,
∀t ∈ T \ •PH , Hd(·, t) = 0, and soLD(·, t) ≤ 0. By (19),
this proves (26).

(b) By definition, Hd = max(LD, H, 0). For t ∈
T ∩ •PH we haveHd(·, t) = H(·, t), in view of (25),



LD(·, t) = LHD+
H(·, t • •) − LHD−

H(·, t), and H(·, t) =
LH(·, t•) − LHD−

H(·, t) (by (18)). For t ∈ T \ •PH ,
Hd(·, t) = H(·, t) = 0, in view of (18), (19), and (26).
This shows thatHd = H . Then, by (10), (13) and (18) we
get L′

H(·, p) = LH(·, p) ∀p ∈ P ′
H . Note thatHd = H ⇒

P ′
H ⊆ PH ; P ′

H = PH is guaranteed byTs,H = •PH .
Let S denote the specification (3) on(N , µ0). Based on

the results obtained so far, the following procedure could
be used to find a feasible specificationSa that is at least as
restrictive asS. The procedure could be used wheneverS
is not feasible or its feasibility is not known.

Procedure 3.1

1) Apply the H-transformation. LetSH and(NH , µH0)
be the transformed constraints and PN.

2) Find h-feasible constraintsSHa that satisfy (25–26)
such thatΞHa � ΞH , whereΞHa andΞH are super-
visors optimally enforcingSHa andSH , respectively.
If no solution is found, declare failure and exit.

3) Apply to SHa the H−1-transformation. LetSa be the
result. EnforceSa in (N , µ0).

The set of constraints obtained by this procedure has
interesting properties when the H-transformation splits
all transitions and the C-transformation adds sink places
to all transitions. Therefore, let’s define thetotal H-
transformation as the H-transformation with parameter
Ts,H = T . Let X be the set of all supervisors optimally
enforcing feasible constraints of the form (3). LetXHC

be the set of all supervisors optimally enforcing h-feasible
constraints of the form (3) that satisfy (25–26).

Theorem 3.4 Given the notation of Procedure 3.1, let
Ξ and Ξa be supervisors optimally enforcingS and Sa,
respectively.

(a) Sa is feasible andΞa � Ξ.

Assume that the total H-transformation is applied at the
first step of the procedure.

(b) Ξa is least restrictive among the supervisors ofX
enforcingS iff ΞHCa is least restrictive among the
supervisors ofXHC enforcingSHC .

(c) There is no supervisorΞ∗ ≻ Ξa of X that enforcesS
if there is no supervisorΞ∗

HC ≻ ΞHCa of XHC that
enforcesSHC .

Proof: (a) LetPC andPHC be the set of places of the
PNs obtained by the C- and H-transformation ofS. In view
of Theorem 3.3(b), the same PNNHC is obtained by the
C- and H-transformations ofSa, when the transformations
use the parametersTs,C = •(PC \P ) andTs,H = •(PHC \
PC). Further,SHCa is the C- and H-transformation ofSa.
Therefore,Sa is feasible by Theorem 3.1 andΞa � Ξ in
view of ΞHCa � ΞHC and Theorem 3.2.

(b) Note that the total C- and H-transformation of any
set of constraints (3) results in the same PNNHC . By

Theorem 3.3(b), the total C- and H-transformation ofSa

is SHCa. The proof is by contradiction. Assume there is
another supervisorΞ′ ∈ X enforcingS such thatΞ′ 6� Ξa.
Since Ξ′ ∈ X , Ξ′ optimally enforces a feasible set of
constraintsS′ of the form (3). By Theorems 3.1 and 3.3(a),
Ξ′

HC ∈ XHC , where Ξ′
HC is a supervisor optimally

enforcing theS′HC , the total C- and H-transformation ofS′.
By Theorem 3.2,Ξ′

HC � ΞHC . Therefore,Ξ′
HC � ΞHCa,

sinceΞHCa is least restrictive. By Theorem 3.2,Ξ′ � Ξa,
which contradicts the original assumption.

(c) The proof is similar to that of part (b).
Theorem 3.4 shows that the problem of enforcing con-

straints (3) can be solved in terms of the simpler constraints
(4) in a transformed PN, without loss of permissiveness.
Since our results were derived under the transition-bag con-
currency setting, a loss of permissiveness is possible when
the Procedure 3.1 is used for other concurrency settings.
Indeed, a feasible least restrictive supervisor enforcing(3)
may be too restrictive for other concurrency settings, though
it would still enforce (3). This suggests that for a different
concurrency setting, the second step of Procedure 3.1 should
incorporate additional constraints besides (25–26), to ensure
the design remains optimal. Finally, no specific method has
been referenced for the second step of the procedure. Under
certain assumptions, including no concurrency, a solution
for specifications (4) is available [8]. However, an optimal
solution appears to be difficult to obtain in the general case.
A structural solution is possible, and we plan to present it
in a future paper. The structural solution, while applying
to double-labeled PNs and the most common concurrency
settings, including the one of this paper, can use previous
methods developed for constraintsLµ ≤ b, such as in [1],
[2], [4], [7], to obtain a suboptimal solution.
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