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Abstract

Automatic color balancing approaches for different ap-
plications have been studied by different research commu-
nities in the past decade. However, in this paper we address
color balancing for the purpose of change detection. Im-
ages of a scene taken at different times may have variations
in lighting and structural content. For such multitemporal
images, an ideal color correction approach should be effec-
tive at transferring the color palette of the source image to
the target image for the unchanged areas while being able
to transfer the global color characteristics for the changed
area without creating visual artifacts. Towards this goal,
we propose a new local color balancing approach that uses
adaptive windowing. We evaluated the proposed method
against other state-of-the-art ones using a database consist-
ing of aerial image pairs. The test image pairs were taken
at different times, under different lighting conditions, and
with different scene geometries and camera positions. On
this database, our proposed approach outperformed other
state-of-the-art algorithms.

1. Introduction
Color transfer or color balancing is the process of trans-

ferring the color characteristics of a source image to a target
image. Depending on the application, the color differences
between source and target images arise due to different rea-
sons. In aesthetic applications, the source and target images
may belong to completely different scenes. When both the
images roughly correspond to different views of the same
scene, the goal becomes to correct the color differences of
the overlapping regions. Several factors affect the inten-
sities recorded by cameras. They include: exposure vari-
ances, white balancing, gamma correction, vignetting and
digitizer parameters [10].

While most previous work in color balancing has been
done for aesthetic purposes or for image stitching, to the
best of our knowledge no effort has been put into color
correction for change detection. For change detection ap-

  

Figure 1. (Top left) Source image (after storm). (Top right) Target
image (before storm). (Bottom) New target image after applying
color balancing using the proposed algorithm.

plications, we ignore non-overlapped areas. As the over-
lapped area may contain changed regions, the ideal algo-
rithm should transfer local characteristics of the unchanged
regions while transferring global characteristics for changed
regions. While transferring local and global characteristics,
the transition should also be smooth so that no artifacts are
produced.

We are particularly interested in the problem of color bal-
ancing for images taken at different times; such as aerial
imagery taken before and after a hurricane or other disas-
ter. A damage assessment from such before- and after-storm
images require color balancing in the preprocessing stage.
In addition to previously mentioned factors, the color dif-
ferences in this case arise due to different camera parame-
ters, local reflective properties of the object on the ground,
changes due to storm damages and changes that occur over
time. Previous research [13] in damage assessment has ig-
nored color balancing and hence the outcome of change de-
tection was affected by lighting differences. The scope of
this paper does not include evaluation of improvement in
change detection after color balancing. Instead, we focus

385



on a solution to correct images where such natural or man-
made changes occur to landscape (see Figure 1).

2. Related Work
Color balancing algorithms can be classified into model-

based parametric approaches and modeless non-parametric
approaches. Parametric approaches use statistical models to
transfer characteristics to a target image. Such approaches
may use a global model that is applied to one or all three
channels [9]. Global modeling usually provides only a
rough mapping between the color of two images. A lo-
cal color transfer scheme based on probabilistic image seg-
mentation, region mapping using Gaussian mixture models
(GMM) and the EM algorithm was proposed by Tai et al.
[11]. Non-parametric methods [4], [5], [8], [3] assume no
particular parametric format of the color mapping function
and most of them use a look-up table to directly record the
mapping of the full range of color/intensity levels.

A recent survey of color correction algorithms has com-
pared nine color correction methods [14]. The study found
that parametric approaches outperform their non-parametric
counterparts. Gain compensation [2] and EM segmentation-
based local color transfer algorithm [11] outperformed all
others and are recommended as the first options to try for
a general image and video stitching application. Very re-
cently, a mean-shift segmentation based local color transfer
was proposed in [7]. This approach was found to outper-
form [11] in terms of color similarity but structural similar-
ity was not taken into account in the evaluation.

Using a segmentation-based method greatly constrains
the granularity of local mapping. For instance, reflective
properties of a small rooftop may cause it to vary in how
the color changes from source to target, from all the other
rooftops of the same color but a different material. Fur-
ther, segmentation-based methods require a matching of
segments which gets harder when parts of a region have
changed significantly. The main contributions of this work
can be summarized as: a) For a fine-grained local mapping,
we use moving windows which adapt in size to transfer
local statistics. b) The proposed method ensures that the
structural integrity of the target image is preserved. c) We
use integral images to make computations faster. d) We also
discuss how images are registered with a reasonably high
accuracy before color correction.

3. Finding Correspondences
As discussed in previous section, color balancing algo-

rithms require a matching of local regions. In our approach,
we use a standard feature based matching to find correspon-
dences. The images are then registered and cropped to ne-
glect the non-overlapping areas. While a comprehensive
study of image registration is out of the scope of this paper,

in this section we discuss our approach briefly. We adopt
the scale- and rotation-invariant interest point detector and
descriptor, coined SURF (Speeded Up Robust Feature) first
introduced in [1] .

3.1. Matching and Transformation

Once the interest points are detected and described, a
k-Nearest Neighbor algorithm is used to find the first and
second nearest neighbors. Since our images were large
(4077 × 4092) and large number of points were detected,
we used an approximate k-Nearest Neighbor algorithm
called FLANN [6]. Since this approximation, along with
noise/non-overlapping area decreased the number of actual
inliers, we used a modified version of RANSAC to find the
subsets. This constrained form of RANSAC was different in
that a) when subsets of 4 matched pairs were chosen, these
4 pairs had to follow certain geometric constraints; namely,
cyclic or anti-cyclic order had to be conserved and collinear-
ity had to be conserved. b) the upper limit on the number of
iterations of RANSAC was determined by a greedy method
which counts the iterations since last best subset was found.
This modified form of RANSAC along with FLANN was
used to find the best matching of interest points and con-
sequently, compute the homography matrix. All the images
in our database were thus registered with an accuracy of 1-5
pixel registration error. This was true even for image-pairs
with only 5-10% of the SURF detectors being inliers.

4. Local Color Transfer
Consider the source image s(i, j), target image t(i, j)

and new target image tnew(i, j) formed after color transfer.
Global color transfer as proposed by [9] first converts the
RGB color space into lαβ color space. Once the channels
have thus been decorrelated, the statistics are transfered by
the following equations:

tnew(i, j) = µs +
σs
σt

(t(i, j)− µt) (1)

where µs and µt are means of the source and target im-
age respectively. Similarly, σs and σt are the standard devi-
ations of the source and target images respectively.

We propose to extend the above method to a local ap-
proach where statistics are calculated for k × k windows
over the image. The choice of using [9] as a starting point is
due to the fact that the computations are simple, no training
is required and the algorithm makes no strong assumptions
such as constant illumination. The above equation now be-
comes:

tnew(i, j) = µk
s(i,j)

+
σk
s(i,j)

σk
t(i,j)

(t(i, j)− µk
t(i,j)

) (2)
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2

s(l,m) (3)

σk
s(i,j)

=
1

k

√√√√√ i+ k
2∑
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2

j+ k
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(s(l,m)− µk
s(i,j)

)2 (4)

The means are now indicated by µk
s(i,j)

and µk
t(i,j)

, where
k denotes the length of the window used for transferring
the statistics around the pixel (i, j). Similarly, the standard
deviations are indicated by σk

s(i,j)
and σk

t(i,j)
. However, in

this approach, k remains a constant for the transfer func-
tions corresponding to all pixels. The outcome of the trans-
fer thus depends on the value of k. If k is too small, it
causes artifacts to appear as the transfered statistics distort
the structural components of the target image (See Figure
2). This can be solved by choosing a sufficiently large size
for k.

4.1. Adaptive Windowing

In order to characterize local differences between the im-
ages which may occur due to lighting variations, damages,
shadows or other structural variations, we propose to com-
pute normalized cross correlations (NCC) between the cor-
responding windows in source and target images. NCC
corresponding to a pixel (i, j) and window length k can be
computed as:

NCC(i, j) =
σk
s(i,j)t(i,j)

σk
s(i,j)

σk
t(i,j)

(5)

σk
s(i,j)

and σk
t(i,j)

are local standard deviations of source
and target images. σk

s(i,j)t(i,j)
is the cross-covariance be-

tween corresponding windows, calculated as:

σk
s(i,j)t(i,j)

=

i+ k
2∑

l=i− k
2

j+ k
2∑

m=j− k
2

(s(l,m)− µk
s(i,j)

)(t(l,m)− µk
t(i,j)

)

k2

(6)
The window length k for each pixel can be fixed by cal-

culating the value ofNCC(i, j) for a range of window sizes
and choosing the smallest window size that gives a suffi-
ciently high NCC value. Thus, the proposed method has
three parameters, kmin and kmax which control the range of
window sizes to be considered andNCCmin which decides
the minimum value of NCC that is required to fix a window
size. Our approach can be summarized as the following:
For each pixel (i, j) compute the final values using equa-
tion (2) where k is minimized such that kmin ≤ k ≤ kmax

and NCC(i, j) ≥ NCCmin.

  

Figure 2. (Top left) Source image. (Top right) Target image.
(Bottom left) 11X11 windows, artifacts visible. (Bottom right)
101X101 windows, no artifacts visible.

4.2. Computation using Integral Images

Since computing the means, standard deviation and
cross-covariance for multiple large window sizes could be
expensive, we used integral images to speed up the process.
Once calculated for an image, an integral image can be used
to perform summation over any rectangular area in the im-
age in constant time. An integral image I of an input source
image s is defined as the image in which the intensity at a
pixel position is equal to the sum of the intensities of all the
pixels above and to the left of that position in the original
image. So the intensity at position (i, j) can be written as:

Is(i, j) =

i∑
l=0

j∑
m=0

s(l,m) (7)

The integral image of any greyscale image can be effi-
ciently computed in a single pass. Once we have the integral
image, the local mean for any window size can be computed
simply by using two addition and two subtraction opera-
tions instead of the summation over all pixel values within
that window: µk

s(i,j)
= (I(i+k/2, j+k/2)+I(i−k/2, j−

k/2)− I(i+ k/2, j − k/2) + I(i− k/2, j + k/2))/k2

Similarly, if we consider the computations of the local
standard deviation and local cross-covariance

σk
s(i,j)

=
1

k

√√√√√ i+ k
2∑

l=i− k
2

j+ k
2∑

m=j− k
2

s2(l,m)− (µk
s(i,j)

)2 (8)
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=

i+ k
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2

s(l,m)t(l,m)
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− µk

s(i,j)
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(9)
The first term in Equations 8, 9 can be computed in a

similar way by using integral images of the squared pixel in-
tensities and integral images of pixel products respectively.
Once the integral image is calculated, local means, standard
deviations and NCC can be computed in constant time and
independent of the local window size.

4.3. Proposed Algorithm

1. All the integral images Is(i, j), It(i, j), Ist(i, j),
Is2(i, j) and It2(i, j) are computed for the three chan-
nels using the procedure mentioned in Section 4.2.

2. Convert s(i, j) and t(i, j) to grayscale and initialize
k = kmin. Record values of k for each pixel (i, j) in a
window index map WIM(i, j).

3. For each pixel (i, j), compute NCC(i, j) using in-
tegral images. If NCC(i, j) < NCCmin and
WIM(i, j) < kmax, increment WIM(i, j) by a
small value δk.

4. Repeat Step 3 until there is no more change for any
pixel (i, j) in WIM(i, j).

5. Smooth WIM(i, j) using a Gaussian blur to allow
smooth transition of window sizes and avoid artifacts
at boundaries.

6. Using the value of k recorded in WIM(i, j), apply
Equation 5 for all pixels (i, j) using integral images.

The use of integral images brings down the time com-
plexity of the algorithm to O(rN) where N is the number
of pixels in the image and r = kmax − kmin.

5. Evaluation
For our evaluation, we used 15 pairs of images, each

of size 4077 × 4092 pixels before registration. The im-
ages were obtained from a mix of different sources. Most
of the aerial imagery was acquired by the NOAA Remote
Sensing Division. The images were approximately 50 cm
resolution. The NOAA images used were from Hurricane
Dennis (2005) and Hurricane Ivan (2004) images of Pen-
sacola, Florida. Additionally, images were downloaded
from USGS High resolution Orthoimagery database which
were of 60 cm resolution.

We use the two measures of performance that were used
in [14]; namely, color similarity and structural similarity.

While color similarity is of primary importance in evalu-
ating the performance, structural similarity is essential to
ensure that the color transfer does not lead to destroying
the structure of the target image. For instance, if the al-
gorithm equates the values of each pixel in the source to
the target, we have an optimal color similarity measure but
poor structural similarity. Let r be the transformed image,
s is the source image and t be the target image. Color
similarity (CS) measure CS(r, s) is defined as CS(r, s) =
PSNR(r, s) where PSNR = 20 ∗ log10(L/RMS) is the
peak signal to noise ratio. L is the largest possible value in
the dynamic range of an image, and RMS is the root mean
square difference between two images. The higher the value
of CS(r, s) the more similar the color between the two im-
ages r and s. The other measure used is structural simi-
larity index measure or SSIM(r, t), which is described in
[12]. SSIM is as a combination of luminance, contrast and
structure components and is computed over local windows.
The higher SSIM is, the higher the similarity between the
structure of r and t, and SSIM(r, t) = 1 if there is no struc-
ture difference.

We compared our algorithm with 7 other algorithms that
were presented in [14]. The algorithms used are listed in
Table 1. The results of running these algorithms on our im-
age pairs are shown in Figure 3 and Figure 4. Note that
our proposed algorithm, Algorithm 8 in the Table, has the
highest color similarity measures, outperforming the other
algorithms. From Figure 4, it is clear that the superior per-
formance in transferring local color characteristics is done
so without sacrificing the structural integrity of the target
image. The slightly lower values of SSIM index as com-
pared to some of the other algorithms is an expected result
as color balancing could lead to changes in illumination.
Similar to what was observed in [14], gain compensation
and local color transfer are the next best performers. The
output of our algorithm and the output of gain compensa-
tion is showed in Figure 5 for some of the images in our
database.

# Approach Type
1 brightness transfer function [5] local
2 cumulative histogram mapping [3] local
3 gain compensation [2] local
4 global color transfer [9] global
5 local color transfer [11] local
6 iterative color distribution transfer [8] global
7 principle regions mapping [15] local

Table 1. List of algorithms used in our study.
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Figure 3. Color similarity measures for different algorithms.

Figure 4. SSIM for different color balancing algorithms.

6. Conclusion

This paper presented a parametric local color balancing
approach that uses adaptive windowing. The proposed al-
gorithm is shown to outperform other state of the art algo-
rithms for multitemporal aerial images. The simplicity of
approach and application of integral images makes it easy
to implement and use. As a part of future work the method
can be extended to transfer global color characteristics to
non-overlapping areas. Also, window size selection can be
further improved to make it faster. A limitation to our pro-
posed algorithm is that the images need to be registered with
reasonable accuracy. However, for applications in change
detection our approach fits well into any system.
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Figure 5. (1st column) Source images. (2nd column) Target images. (3rd column) New target image transformed using gain compensation.
(4th column) New target image transformed using the proposed adaptive windowing based local color transfer.
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