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Abstract— The configuration spaces of parallel manipulators
exhibit more nonlinearity than serial manipulators. Qualita-
tively, they can be seen to possess extra folds. Projection onto
smaller spaces of engineering relevance, such as an output
workspace or an input actuator space, these folds cast edges
that exhibit boundary behavior. For example, inside the global
workspace bounds of a five-bar linkage appear several local
workspace bounds that only constrain certain output modes
of the mechanism. The presence of such boundaries, which
manifest in both input and output projections, serve as a source
of confusion when these projections are studied exclusively
instead of the configuration space itself. Particularly, the design
of nonsymmetric parallel manipulators has been confounded by
the presence of exotic projections in their input and output
spaces. In this paper, we represent the configuration space
with a radius graph, then weight each edge by solving an
optimization problem using homotopy continuation to quantify
transmission quality. We then employ a graph path planner
to approximate geodesics between configuration points that
avoid regions of low transmission quality. Our methodology
automatically generates paths capable of transitioning be-
tween non-neighboring output modes, a motion which involves
osculating multiple workspace boundaries (local, global, or
both). We apply our technique to two nonsymmetric five-
bar examples that demonstrate how transmission properties
and other characteristics of the workspace can be selected by
switching output modes.

I. INTRODUCTION
The workspaces of parallel mechanisms are more com-

plicated than their serial counterparts. Their interiors gener-
ically contain inner bounds of different sorts: either favor-
able or unfavorable transmission characteristics, or locations
where it is possible to transition between different modes of
the mechanism. Dealing with such complexity is a burden,
but provides opportunity for kinematical advantages. For
example, at a single output point, parallel mechanisms can
assume a larger selection of configurations that afford more
choice of directional transmission characteristics.

More precisely, consider the case where a mechanism’s
configuration space is implicitly defined as the set of mecha-
nism parameters which satisfy a set of nonlinear constraints.
Various subsets of “singular” configurations which exhibit
atypical kinematic characteristics may subsequently be de-
fined as satisfying additional equations. The main challenge
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reduces to computing paths for transitioning between dif-
ferent modes which avoid problematic configurations, and
more generally between any two mechanism configurations.
The path planning problem, even polynomial constraints, has
time complexity that grows exponentially in the number of
parameters (e.g., [1], [2]). Despite this, considerable interest
in the problem has correspondingly resulted in a number
of proposed methods for singularity-free path planning and
analyzing configuration spaces with singularities removed
in practical situations, see [3], [4], [5], [6], [7], [8] for
a non-exhaustive list. The automatic methods in this list
approximate the singularity-free configuration space of a
mechanism in various ways, and share a requirement for
a user-supplied input sometimes called a resolution. The
resolution controls how closely the configuration space’s
geometry is approximated during path planning. Typical
theoretical guarantees show that a method is resolution-
complete: “[...] it always returns a path if one exists at a
given resolution, or returns ‘failure’ otherwise” [3].

We present here a proof of concept path planning method
which integrates recently developed numerical algebraic ge-
ometry [9], [10] approaches to compute geometric feature
sizes [11], [12], dense samples [13], [14], and Euclidean
distance to singular sets [15]. This yields a determinis-
tic path planner with stronger guarantees than resolution-
completeness. For a given input space, there is a correct
resolution at which our path planner returns a path if one
exists, reports that no path exists otherwise, and the method
automatically estimates this resolution in a principled way.

The resulting output is a weighted graph whose nodes are
points in the configuration space and edges are weighted by
distance in the ambient space. Building a global graph-based
model in this fashion is currently more computationally ex-
pensive than other proposals. Our approach’s most novel ele-
ments however, namely feature size and Euclidean distance-
to-singularity computations, are fast and can be integrated
with other proposals. The graph models we compute are
effective, allowing us to compute shortest paths that closely
estimate configuration space geodesics and make repeated
queries to investigate the geometry of different modes.

II. BACKGROUND

Let us compare the serial 2R mechanism (Fig. 1, left) to a
parallel five-bar (Fig. 1, right). The workspace of the 2R is an
annulus. It can assume two different configurations for every
point within its x-y workspace. To transition between these
points, the end-effector point must travel to a workspace
bound and come back. Placing a rotary actuator at each joint,
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Fig. 1. Views of the configuration spaces of a serial 2R (left) and a parallel
five-bar (right). 1st row: The output workspace for each manipulator. 2nd
row: The 2R admits two IK solutions, the five-bar admits four. 3rd row: The
input actuator space for each manipulator, with holes visible for the five-bar.
4th row: An (x, y, ψ) view of the configuration manifold. The skewering
line shows the locations of the IK solutions for a set (x, y).

there are no points in the workspace where the linkage is
incapable of exerting a force in any direction. At each point,
the selection of configurations and velocity ellipses [16]
available are reflections of one another, see Fig. 1.

The workspace bounds of a five-bar is a union of two
circular arc segments and two four-bar coupler curves.
Despite having two degrees-of-freedom, its configuration
space cannot be fully visualized with only two parameters.
Therefore, viewing the x-y projection of its configuration
space seemingly shows additional interior workspace bounds.
To add to the confusion, each internal curve of Fig. 1 is
relevant only to certain output modes and irrelevant to others.
Some of these bounds indicate holes analogous to the annulus
while others indicate bounds of specific output modes which

serve as places of transition between modes. Scattered within
its configuration space are curves at which this linkage loses
its ability to exert forces in a direction. These curves as well
are only relevant to some output modes but not others. For
a regular workspace point, the linkage can assume two or
four different configurations, with each exhibiting a different
velocity ellipse. To study these configuration spaces, we
use the terms input singularities, output singularities, input
modes, and output modes.

Input singularities. Input singularities are the singular
solutions to the forward kinematics problem. They serve as
local bounds of motion in the input space, e.g. the ϕ-ψ plane
(Fig. 1). At these bounds, one of the semi-axis lengths of
the velocity ellipse in output space tends toward infinity.
It is in that direction that the linkage cannot transmit any
force at the end-effector no matter the torque exerted by
the actuators. Because of this loss of control authority, input
singularities are generally considered to have transmission
problems and should be avoided. For a five-bar linkage, the
geometric condition for an input singularity is that points
C, D, F , are collinear (Fig. 2). The literature also uses
the terminology type II singularity [17] and DKP (direct
kinematic problem) singularity [18]. Input singularity is used
in [4], or forward singularity to include cases induced by a
nonsmooth configuration space.

Output singularities. Output singularities are the singular
solutions to the inverse kinematics problem. They serve as
local bounds of motion in the output space, e.g. the x-y
plane (Fig. 1). At these bounds, the semi-axis of the velocity
ellipse normal to these curves collapses to zero. It is in that
direction that the linkage can sustain any force at the end-
effector with zero torque from the actuators. In this way,
there are no transmission problems at output singularities
from the vantage of torque exerted by the actuators. It is
at these configurations that the linkage is able to transition
output modes. For a five-bar linkage, the geometric condition
for an output singularity is that either points A, C, P , or
points B, D, F , are collinear (Fig. 2). The literature also
uses the terminology type I singularity [17] and IKP (inverse
kinematic problem) singularity [18]. Output singularity is
used in [4], or inverse singularity to include cases induced
by a nonsmooth configuration space.

Input modes. The separated regions that result after
partitioning the configuration space by its input singularities
are called its input modes. Note that if input singularities
do not exist, there may still be more than one input mode,
depending on the connectivity of the unpartitioned configu-
ration space. An input mode is a maximal continuous region
of configurations whereby a path can be formed between
any two regular interior members without passing through an
input singularity. The term assembly mode appears frequently
in past literature. An input mode is not an assembly mode.
As defined in the past, the total number of assembly modes
is equal to the number of solutions to the forward kinematics
problem, implying the solutions uniquely identify all assem-
bly modes. The total number of input modes could be less
than, equal, or greater than the number of assembly modes.
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Fig. 2. Schematic of a five-bar mechanism. The velocity ellipse with respect
to the input angles ϕ and ψ is shown at its end-effector (x, y).

One way that it may be less is when a path exists between
two forward kinematics solutions that does not pass through
an input singularity, hence they are part of the same input
mode. Such cases are well documented and illustrate the
shortcomings of the term assembly mode [19]. The number
of input modes is greater than the number of assembly modes
when the unpartitioned configuration space already consists
of disconnected regions which are further divided by the
presence of input singularities.

Output modes. Similarly to input modes, the separated
regions that result after partitioning the configuration space
by its output singularities are called its output modes. Note
that if output singularities do not exist, there may still be
more than one output modes, depending on the connectivity
of the unpartitioned configuration space. An output mode
is a maximal continuous region of configurations whereby
a path can be formed between any two regular interior
members without passing through an output singularity. The
term working mode appears frequently in past literature. An
output mode is not a working mode. As defined in the past,
the total number of working modes is equal to the number
of solutions to the inverse kinematics problem, implying
the solutions uniquely identify all working modes. The total
number of output modes could be less than, equal, or greater
than the number of working modes. One way that it may be
less is when a path exists between two inverse kinematics
solutions that does not pass through an output singularity,
hence they are part of the same output mode. The number
of output modes is greater than the number of working modes
when the unpartitioned configuration space already consists
of disconnected regions which are further divided by the
presence of output singularities.

III. METHOD
Let C ⊂ Rn denote the d-dimensional configuration space

which is a manifold1 in the n-dimensional ambient space
such that C is defined by the system of n − d polynomial
equations F(z) = 0 where z ∈ Rn. Suppose that the set
of input singularities I in the configuration space is defined
by the polynomial equation g(z) = 0 where z ∈ C. For in-
stance, consider the five-bar mechanism as depicted in Fig. 2.

1Recall that manifolds do not have self-intersections, cusps, or other
geometric singularities.

The dimensions are given by ax, ay, bx, by, l1, l2, l3, l4, p, q.
For canonical representation, ax = ay = by = 0 can be
assumed without loss of generality. The configuration space
is defined by F(z) = 0:

x2 + y2 − 2l1 (xcϕ + ysϕ) + l21 − p2 − q2 = 0,

l22(x
2 + y2) + l21((l2 − p)2 + q2) + (b2x + l23 − l24)(p

2 + q2)

−2l2l3(p(xcψ + ysψ)− q(xsψ − ycψ))− 2bxl2(px+ qy)

+2l1l3((l2p− p2 − q2)(cϕcψ + sϕsψ) + 2bxl3(p
2 + q2)cψ

+2bxl1((l2p− p2 − q2)cϕ + l2qsϕ)− 2l1l2l3q(cϕsψ − sϕcψ)

+2l1l2((p− l2)(xcϕ + ysϕ)− q(xsϕ − ycϕ)) = 0,

c2ϕ + s2ϕ − 1 = 0, c2ψ + s2ψ − 1 = 0,

where the variables are z = (x, y, cϕ, sϕ, cψ, sψ) with cϕ, sϕ
and cψ, sψ being the cosine and the sine of ϕ and ψ in
order, respectively. Consider our work to take a characteristic
length [20] of unity. The replacement of angles with their
corresponding cosine and sine along with the Pythagorean
identity is a standard approach to yield polynomials and it
avoids redundancy related to the periodicity of angles. In
particular, other than an increased number of variables and
equations, this does not impact the results of path planning.

Let F1 and F2 be the first two polynomial functions above.
For the five-bar, the set of input singularities I is defined by

g(z) = det

(
∂F1

∂x
∂F1

∂y
∂F2

∂x
∂F2

∂y

)
= 0 for z ∈ C.

A first measure of the geometric complexity of I is its degree
in the ambient space. Generically, for the five-bar, I is a
union of two irreducible curves of degree 6. Note that these
two curves arise from two four-bar coupler curves.

A. Sampling and graph construction

The graph construction will follow a straightforward radius
graph approach. For v ∈ Rn, let ∥v∥ denote the standard
Euclidean distance. For r > 0, the r-radius graph on a finite
set Ĉ ⊂ Rn, denoted Gr(Ĉ), is the undirected graph with
node set Ĉ and an edge e = (c0, c1) that is weighted by
distance ∥c0−c1∥ for every pair of distinct points c0, c1 ∈ Ĉ
such that ∥c0 − c1∥ ≤ r.

To model the configuration space C with a radius graph,
we require an appropriate finite sample2 Ĉ ⊂ C and also an
appropriate radius r > 0. To be more precise regarding the
sample, our method first determines an appropriate “resolu-
tion” ϵ > 0 and then computes an ϵ-sample of C, Ĉ, such
that every point c ∈ C is within distance ϵ of a point in Ĉ.

We can associate to C two geometric feature sizes: the
reach of C [21], denoted reach(C), and the weak feature size
of C [22], [23], denoted wfs(C). These are numbers which,
roughly speaking, quantify the size of the geometric features
in C. They are related by 0 < reach(C) ≤ wfs(C). See,
e.g., [12, Sec. 2] for an expanded discussion. One can show
(e.g., [12, Thm 2.11]) that if 2ϵ < wfs(C), Ĉ is an ϵ-sample

2In fact, we can easily relax the requirement Ĉ ⊂ C to allow the set Ĉ
to consist of points which are at most distance δ > 0 from C for small δ.
For the sake of clarity, we discuss the case where δ = 0.



of C. Moreover, if r(ϵ) = 4ϵ, then any path of edges in the
radius graph Gr(ϵ)(Ĉ) maps continuously onto a path in C
and Gr(ϵ)(Ĉ) has the same number of connected components
as C. Additionally, if 2ϵ < reach(C), then for any edge
(c0, c1) ∈ Gr(ϵ)(Ĉ), there is a path in C between c0 and c1
where the distance ∥c0−c1∥ is a good estimate for the length
of the path. The shortest path graph distance between two
points in Gr(ϵ)(Ĉ) is subsequently a good estimate for the
shortest path distance in C between the points.

Numerical algebraic geometry methods which use the
polynomial system F to determine the reach and weak
feature size of C have recently been developed [11], [12],
as have methods which produce an ϵ-sample of C from
F [13], [14]. One advantage of the latter method over, e.g.,
random sampling, is that we can use geometric subsampling
methods to mitigate oversampling while maintaining an
appropriate resolution. Verifiably computing feature sizes
remains relatively expensive, but there are principled early
stopping criteria to estimate3 wfs(C) inexpensively. In sum-
mary, we construct a graph to model C as follows:

1) Compute an estimate W for wfs(C) using the polyno-
mial system F as input.

2) Compute an ϵ-sample of C, Ĉ, where W = 2ϵ, using
the polynomial system F as input.

3) Construct the radius graph Gr(ϵ)(Ĉ).

B. Singularity avoidance

An edge in this constructed graph corresponds with a path
between two points in the configuration space. To avoid input
singularities, one only needs, in theory, to remove edges
which correspond to paths that cross the input boundary.
Since we cannot check this directly, we instead compute
the distance in the ambient space between the set of input
singularities and the straight-line segment connecting an
edge’s two endpoints. This is justified by the heuristic that
the straight-line segment between the two points can be
taken as a reasonable approximation of the geodesic in the
configuration space connecting the two points.

As a brief remark, alternative methods typically use the
function g : Rn → R, the determinant defining I , for
singularity avoidance directly rather than the distance-to-
singularity function. A distinct advantage of using Euclidean
distance is that it is, in mathematical terms, 1-Lipschitz
continuous. Denoting the function by dI : Rn → R, we
have |dI(z1) − dI(z2)| ≤ ∥z1 − z2∥ for any z1, z2 ∈ Rn.
The function g is continuous, but in contrast can easily send
nearby inputs to very different values.

Let c0, c1 ∈ C so that the straight-line segment connecting
them is c(t) = (1−t)c0+tc1 for t ∈ [0, 1]. Hence, c(0) = c0
and c(1) = c1. We aim to solve

min{∥c(t)−w∥2 : w ∈ I, 0 ≤ t ≤ 1}. (1)

Utilizing the Fritz John first-order necessary conditions, one

3Following the terminology of [12], we compute only the geometric
2-bottlenecks of C.

obtains the polynomial system J(w, t, λ) equal to
F(w)
g(w)

λ0∇w,t

(
∥c(t)−w∥2

)
+

∑d
i=1 λi∇w,t (Fi(w))

+λd+1∇w,t (g(w)) + λd+2∇w,t (t) + λd+3∇w,t (1− t)
λd+2t

λd+3(1− t)


where λ ∈ Pd+3 and ∇w,t(f(w, t)) is the gradient vector of
f(w, t) with respect to w and t for any function f .

Since we aim to solve J = 0 for various choices of c0 and
c1, we employ a parameter homotopy [24] with c0 and c1 as
parameters. Thus, the first step is perform an ab initio solve
of J = 0 for generic values of the parameters. Note that
the system J has a natural two-homogeneous structure with
variables groups (w, t) and λ. Hence, a multihomogeneous
homotopy or a multihomogeneous regeneration [25], [26]
can be employed for this ab initio solve. Then, a parameter
homotopy simply deforms from the generic values of the
parameter to the given values of c0 and c1. The number
of solution paths tracked in this parameter homotopy is
precisely the generic number of solutions to J = 0. For the
five-bar, the two-homogeneous Bézout count of J is 1152
while the actual generic number of solutions to J = 0 is 84.

The endpoints of the parameter homotopy correspond with
critical points of (1) for the given values of c0 and c1.
Hence, one can solve (1) by sorting through the critical
points to determine real critical points on the line segment,
i.e., for t ∈ [0, 1], and selecting the corresponding minimum
distance. Moreover, by considering the last two polynomials
in J, which correspond to the complimentary slackness
condition, one can actually break the computation into three
separate pieces: at t = 0, at t = 1, and along the interior
of the line segment, i.e., for 0 < t < 1. Corresponding
parameter homotopies would track 24, 24, and 36 paths,
respectively, with 24 + 24 + 36 = 84. Since many edges in
the graph can have the same node, one advantage of breaking
this computation into these three separate pieces is to avoid
recomputing the same information for repeated nodes.

Performing this computation for every edge e in the
constructed graph results in a minimum distance D(e) along
that edge to the input singularity and a distance D(c) for
every configuration c in the node set Ĉ. To use the graph
for singularity avoidance, i.e., to model the space C \ I , we
then choose a distance threshold T and remove all edges
from the graph with D(e) < T . Any remaining nodes
with no edges are also removed. In principle, one would
like to compute a threshold T such that the reduced graph
has as many connected components as input modes. This
would require a distinct and currently infeasible feature size
computation for I as a subspace of the manifold C. At the
present, we instead choose T = r(ϵ) based on simple geo-
metric heuristics. Note, however, that we can also choose T
based on engineering considerations. Singularity-avoiding
path planning queries can be subsequently performed by
shortest path computations in this graph, e.g., with A∗ path
planning [27] using the Euclidean distance in ambient space
between two configurations as a heuristic.



C. Computational considerations

A full computational complexity analysis is beyond the
scope of this work, but we include here some heuristics for
consideration as well as order-of-magnitude timing informa-
tion from an implemented version of the method applied to
the two examples in Section IV. Most computations were
performed on a 24 CPU Intel Xeon E5-2680 at 2.50GHz.

Estimating wfs(C). This is a homotopy continuation
computation with costs one expects to increase based on the
number of variables n, codimension n− d of C, and degree
of the polynomials in F increase. In Section IV, n = 6 with
codimension 4 and degree of the polynomials is 2. Estimating
wfs(C) for Example 2 in Section IV with 24 cores required
approximately 6 minutes. These computations are easily
parallelizable and so can readily utilize additional CPUs.

Computing an ϵ-sample. This procedure relies upon ho-
motopy continuation methods that also scale in the number of
variables, codimension of C, and degree of the polynomials
in F . Costs also increase with the number of sample points.
Heuristically, one expects the number of sample points to
scale with ( vold(C)

W )d where vold(C) is the d-dimensional
Hausdorff measure of C. For additional experimental results
regarding the number of points, see [13]. With 24 CPU cores,
the examples in Section IV required approximately a day of
computation. Subsequently, computing a radius graph from
the sample required on the order of minutes.

Computing the input boundary distance D(e). For a
single edge e, computing D(e) is a homotopy continuation
computation with similar considerations to those previously
discussed. For example, using a single core, a typical edge
computation for Example 2 in Section IV required 0.8 sec-
onds. The implementation used for this manuscript computes
D(e) for every edge e in the computed radius graph, which
scales with the number of points in the sample. Computations
for each edge can easily be done in parallel. Moreover,
the same example required approximately 11.75 hours to
compute D(e) for 3.2 × 106 edges using 6 servers, each
with either 24 or 32 CPUs. Note that, after an initial step
computing minimum distances from the graph nodes to the
singularity set, one may use that information to forego com-
puting D(e) for any edge e with endpoints sufficiently far
away from I relative to the singularity avoidance threshold T .

Example ax bx p l1 l2
1 0.259 0.060 0.049 0.465 0.349
2 0.066 −0.642 0.298 0.775 0.832

Example ay by q l3 l4
1 0.586 0.590 0.328 0.249 0.411
2 0.815 0.845 1.304 0.291 0.522

TABLE I
FIVE-BAR DIMENSIONS FOR THE TWO EXAMPLES

Example # pts in graph # edges in graph
1 82,581 2.3× 106

2 121,667 3.2× 106

TABLE II
SUMMARY OF THE RADIUS GRAPHS FOR THE TWO EXAMPLES

IV. RESULTS

The methodologies described above were applied to two
examples of nonsymmetric five-bar linkages. Their parame-
ters are listed in Table I with Table II summarizing the size
of the graphs computed. Both examples involve traversing
across non-neighboring output modes while maintaining the
same input mode. In other words, output singularities are
crossed and input singularities are not.

Example 1: Perpendicular velocity ellipses at an x-y point

The first example five-bar possesses a point in its
workspace where two of the four IKP solutions exhibit
velocity ellipses with a 4:1 aspect ratio that are perpendicular
to each other. Its dimensions were found using the method
reported in [28]. The direction of the short axis benefits
from 4x larger force transmission while the direction of the
long axis can achieve 4x greater speeds. The configurations
corresponding to these perpendicular velocity ellipses are
housed in different output modes. The path planning chal-
lenge is to approximate the geodesic from one to the other,
which in this case involves transitioning through at least
two output singularities. A feasible path designed using our
methodology for this challenge is shown in Fig. 4.

At the computed singularity avoidance threshold, the graph
model of the configuration space estimated 6 input modes,
5 output modes, and 7 input/output modes (maximal regions
bounded by both input and output singularities). Due to the
numerical threshold, our counts generally do not match the
true number of regions, as they partition the configuration
space with a thicker kerf, so to say. In some respects, this
is more practical as input singularities should be avoided
by a margin of safety. To give some idea of the space’s
extrinsic curvature, the distance in ambient space between
the two configurations of interest is 2.11, the shortest path
in the configuration space estimated by our method without
input singularity avoidance is 2.66, and the shortest point
with input singularity avoidance is 2.74.

Example 2: A ceiling and a floor

The second example five-bar possesses an output mode
where there exists an arc that serves as a local upper bound
for the y-coordinate of the end-effector, referred to as a
ceiling. The same five-bar also possesses another output
mode where there exists another arc, nearly on top of the
first arc, but now functioning as a local lower bound for the
y-coordinate of the end-effector, referred to as a floor. The
path planning challenge is to transition from the output mode
with a ceiling to the output mode with a floor. This could be
useful because, at an output bound, the mechanism is able to
support large loads in the bound’s normal direction without
any actuator effort. However, as it is a bound, regular motions
can only take place on one side, locally. By transitioning
between a ceiling and a floor, the side of regular motion
becomes selectable. Fig. 6 shows a feasible path designed
using the methodology presented for this example.

Our method estimated 5 input modes, 3 output modes,
and 12 input/output modes. The ambient distance between
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Fig. 3. Example 1: At the x-y point shown, there exists another
configuration with a velocity ellipse perpendicular to the one displayed.
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Fig. 4. Example 1: A feasible path marked with six snapshots, marked
alphabetically from A to E, to switch between the configurations corre-
sponding to two perpendicular velocity ellipses. The workspace and the
input singularity curves shown correspond to the output mode to which
each configuration belongs. Output modes are distinguished by color.

the configuration in Fig. 6 was 2.61 and the path distance
both with and without input singularity avoidance was 4.82.
The two paths distances are the same since the computed
path does not come particularly close to an input singularity.

V. CONCLUSIONS

This paper presented a motion planning technique for
transitioning between points in the configuration space of
a five-bar manipulator. This is a challenging task since
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Fig. 5. Example 2: The portion of the output bound which functions as a
ceiling or floor is indicated with a box.
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Fig. 6. Example 2: A feasible path marked with six snapshots, marked
alphabetically from A to E, for the ceiling-to-floor example. The workspace
and the input singularity curves shown correspond to the output mode to
which each configuration belongs. Output modes are distinguished by color.

the input and output singularities of parallel manipulators
appear in a complicated manner. To overcome this, we con-
structed a radius graph to represent the workspace with edges
weighted by nearness to input singularities. The graph is
partitioned into input modes and a path planner is employed
to approximate geodesics between start and final points that
avoid input singularities. The resulting algorithm is able to
traverse through multiple output modes in a smooth manner
as demonstrated with two examples.
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