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climatography of boundary-layer flows, based on a two-year archive of simu-13

lations from a high-resolution operational mesoscale weather model, 4DWX.14

The geographical context is Dugway Proving Ground, in northwestern Utah15

(USA), target area of the field campaigns of the MATERHORN project. The16

comparison between model output and available observations in the 2012–201417

period shows that 4DWX provides a realistic representation of wind speed and18

direction in the area, at least in an average sense. Regions displaying strong19

spatial gradients in the field variables, thought to be responsible for enhanced20

nocturnal mixing, are sought and found to be typically located in transition21

areas from mountain sidewalls to adjacent plains. A key dynamical process in22

this respect is the separation of dynamically accelerated downslope flows from23

the surface.24

Keywords Stable boundary layers · Mountain meteorology · Boundary layer25

separation · MATERHORN Project26

1 Introduction27

Granite Peak, located in the Dugway Proving Ground (DPG) in northwestern28

Utah, is an isolated mountain rising ∼800 m above the surrounding terrain29

(Fig. 1). It has an approximately ellipsoidal shape oriented NNW-SSE, and30

its main axes are respectively ∼10- and ∼6-km long. A flat salt plain (playa)31

lies west and northwest of the peak. To the east lies a broad valley gently32

sloping towards the northwest, covered by herbaceous vegetation. This arid33

grassland is surrounded almost completely by other prominent peaks—the34
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Cedar Mountains to the northeast, Indian Peaks to the southeast, and the35

Dugway Range to the southwest.36

37

{Figure 1 here}38

39

On nights with weak synoptic flow, these topographic features are favourable40

for the onset of diverse local wind systems in the atmospheric boundary layer41

(BL). In particular, the cooling phase of the diurnal cycle generates drainage42

flows. Furthermore, stable stratification down to the ground promotes a va-43

riety of dynamically forced phenomena. When the upstream flow conditions44

support the onset of propagating mountain waves, the related local pressure45

minima on the leeside slopes of mountains contribute to the downslope accel-46

eration of ambient winds (Nappo 2013). Dynamically accelerated downslope47

winds are not necessarily intense and damaging, but they originate from es-48

sentially the same type of forcing that causes downslope windstorms at many49

locations around the world, e.g., the northeastern Adriatic Sea (Bora winds,50

Grisogono and Belušić 2009), the foot of Colorado’s Front Range (Lilly 1978),51

or Owens Valley in California, east of Sierra Nevada (Grubǐsić et al 2015a).52

Pressure perturbations embedded in mountain waves can be strong enough53

to force the atmospheric BL to separate from the ground near the foot of moun-54

tain slopes (French et al 2015; Grubǐsić et al 2015b) and, in extreme cases,55

develop highly turbulent rotors (Grubǐsić et al 2008). The formation of atmo-56

spheric wakes (Epifanio 2003) and gap flows (Mayr et al 2007), especially at57



4 Stefano Serafin et al.

the rather narrow constriction separating Granite Peak from the northwestern58

tip of the Dugway Range, are among the other phenomena expected to occur59

in this area under statically stable conditions.60

The interaction between (dynamically forced) downslope winds and (ther-61

mally forced) drainage flows in the vicinity of Granite Peak and elsewhere in62

DPG is far from obvious, and may frequently lead to convergence lines or col-63

lisions between airmasses with markedly different properties (Dimitrova et al64

2015). These type of events are expected to generate vigorous mixing even65

during the night, in contrast to the typical behaviour of stable BLs over flat66

terrain.67

Beyond topography, also landuse variability at DPG plays a role in generat-68

ing thermally driven flows. The most prominent is diurnal flow from the playa69

to the sagebrush plain, induced by differences in sensible heat flux between70

the two environments. In analogy to sea- and lake breezes, circulations arising71

from differential heating in such conditions have occasionally been referred to72

as “salt breezes” (Physick and Tapper 1990; Rife et al 2002).73

The possible occurrence of such a wide range of weather phenomena, as74

well as the nontrivial interaction between them, make this area an ideal loca-75

tion to make progress in understanding the properties of multiscale mountain76

flows. Two field campaigns related to the MATERHORN project took place77

in DPG in fall 2012 and in spring 2013 (Fernando et al 2014). Special instru-78

mentation deployed during the project complemented an existing permanent79

mesoscale network of surface measurement stations (SAMS), with an average80



Nocturnal boundary-layers in complex terrain 5

density of approximately 1 station every 100 km2, extending over the whole of81

DPG and the immediate surroundings. A second network with considerably82

higher density (Mini-SAMS, 1 station every 2 km2) covers a limited area in83

the valley east of Granite Peak. Operational high-resolution numerical weather84

prediction products are also continuously available at DPG from the 4DWX85

forecast system developed by the NCAR Research Applications Laboratory86

(Davis et al 1999; Liu et al 2008), which provides eight daily runs with hourly87

model output.88

In this study, simulations from the 4DWX system in the DPG domain are89

used to build a short-term climatographical characterization (2012–2014) of90

nocturnal BL phenomena in the area. The purposes of the study are manifold.91

First, it is expected that insights resulting from the analysis can, if necessary,92

be exploited in designing and implementing field studies at DPG. Second,93

quantitative knowledge of the typical flow phenomena in a given area and94

of their modulation by topography and land-use features is advantageous in95

the correct interpretation of measurements and in the generalization of results96

from case studies. Third, information about the average wind climate of a97

given area provides a context for the formulation of scenarios for idealized98

simulations (e.g., aimed at understanding specific processes), or for applied99

studies (e.g., to model pollutant or tracer dispersion).100

The paper is organized as follows. Sections 2 and 3 introduce and compare101

measurements from the SAMS network and 4DWX simulations. The prevailing102

wind regimes at DPG and the diurnal variability of wind direction at a few103
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selected sites are discussed therein. Section 4 focuses on seeking preferential104

areas for flow convergence or boundary layer separation (BLS). Discussions105

and conclusions are included in Section 5.106

2 Data and methods107

2.1 Observational data108

Near-ground observations are from the SAMS (Surface Atmospheric Measure-109

ment Systems) stations operated by DPG. A SAMS station typically comprises110

probes that measure temperature and relative humidity at 2 m AGL and vane111

anemometers that measure wind speed and direction at 2 and 10 m AGL.112

SAMS data used in the present study are from the two-year period between 1113

July 2012 and 30 June 2014. Data are available as 5-minute averages and data114

availability exceeds 90% at most of the 31 stations, except for two that were115

installed only recently. Vane anemometer measurements from Mini-SAMS sta-116

tions from 15 September to 29 October 2012 (during the Materhorn fall 2012117

field campaign), with 1-minute resolution, were also considered.118

2.2 4DWX119

Since the 1990s, DPG has used a continuously operating meso-gamma-scale120

analysis and forecast system (4DWX) developed by the NCAR Research Ap-121

plications Laboratory (Davis et al 1999; Liu et al 2008). Largely sponsored by122

the U.S. Army Test and Evaluation Command, 4DWX is in use at eight differ-123
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ent test ranges in the United States. While the primary use of the modelling124

system is weather forecasting, coupled applications for pollutant dispersion125

modelling and noise assessment (Sharman et al 2008) are also operated. The126

DPG implementation of the system is currently based on version 3 of the Ad-127

vanced Research core of the WRF model (Skamarock and Klemp 2008), runs128

with a grid spacing of 1.1 km in the innermost of 4 domains, and provides129

weather analyses and forecasts at hourly intervals. Eight forecast cycles are130

run every day. Simulations starting at hour t (real time) are initialized at time131

t − 3 and are nudged toward observations during the first three hours of the132

run, from t − 3 to t. The initial hours of all runs, taken consecutively, form133

a continuous final analysis (Liu et al 2008) whose output is considered in the134

present study. The 4DWX data used here are from 1 July 2012 to 30 June135

2014. Model output at hourly resolution is available for almost all days dur-136

ing the two years (16588 out of potentially 17520 outputs, i.e., ∼94.6%), the137

few gaps being due to maintenance or unexpected downtime of the computing138

infrastructure.139

The physics parameterizations for the WRF model in 4DWX include the140

Yonsei University (YSU) boundary-layer scheme (Hong et al 2006), the Noah141

land-surface model (Chen and Dudhia 2001), the Monin-Obhukov surface-142

layer scheme (Janjič 2002), the Dudhia scheme (Dudhia 1989) for short-wave143

radiation, the Rapid Radiative Transfer Model (Mlawer et al 1997) for long-144

wave radiation, the updated Kain-Fritsch cumulus scheme (Kain 2004), and145

the Thompson microphysics scheme (Thompson et al 2004). Explicit sixth-146
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order diffusion is applied to suppress noise in kinematical fields, especially in147

near-neutral boundary layers under weak winds (Knievel et al 2007).148

The 4DWX simulation domains are displayed in Fig. 1. The 1.1-km domain149

is centered on the sagebrush plain east of Granite Peak and its horizontal mesh150

consists of 60×60 grid points. Flow relaxation is imposed within five grid points151

from all lateral boundaries in order to enforce boundary conditions by means152

of Newtonian nudging. Because of this, the wind field is not in exact balance153

with the pressure field and the other source terms in the area outside the154

core region. This outer “halo region” is therefore discarded in all the analyses155

presented in this paper.156

3 Observed and modelled wind climate157

3.1 Comparison between observations and simulations158

An exhaustive verification study of 4DWX simulations is beyond the scope of159

the present study. Rather, what is of interest to us is the model’s ability to160

reproduce, in a climatological sense, the observed wind variability in the area.161

Therefore, rather than concentrate on individual days or case studies, we try162

to determine the level of confidence by which 4DWX can reproduce the general163

character of the near-surface atmospheric circulation, e.g., variability in wind164

speed and direction. Hourly measurements from a few selected stations in the165

SAMS network are used as the observational counterpart.166
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Figure 2 presents joint frequency distributions (i.e., two-dimensional his-167

tograms) of the west-east and south-north wind components at three SAMS168

stations and at their respective nearest-neighbor grid points in the 4DWX do-169

main. These diagrams provide essentially the same information as wind roses,170

but allow a better appreciation of flow regimes that are only poorly repre-171

sented in the sample. The three selected measurement stations are numbers 2,172

12, and 23, lying respectively in the wide gap separating Granite Peak and the173

Dugway Range, in the sagebrush plain east of Granite Peak, and at the foot of174

the southwestern slope of the Cedar Mountains. These three locations are pro-175

totypical of the different flow patterns expected at DPG: gap flow at station176

2, nocturnal drainage at station 12, and dynamically accelerated downslope177

winds at station 23. Although not shown here, statistics from other stations178

were also examined, to ensure that the three selected ones are adequately179

representative. For instance, the nearby Stations 4 and 12 have very similar180

wind direction and speed statistics, although nocturnal drainage at the valley181

bottom appears to be more persistent at the former. Similarly, stations 23182

and 13 both show signatures of downslope flows (more frequent at the latter),183

although the local orientation of the slope is different.184

185

{Figure 2 here}186

187

The most frequent wind direction at station 2 is WSW (positive u and v188

components, direction approximately 240◦). Wind speeds in this directional189
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range, which corresponds to gap flow into the Dugway Plain, are typically190

below 5 m s−1. Flows with an easterly component, i.e., into the salt plain, are191

also observed, but generally have a lower wind speed and a somewhat larger192

directional variability. Strong wind events, with wind speed up to and beyond193

15 m s−1, are much less frequent and related to completely different prevailing194

wind directions: southerly (∼200◦) and northerly (340◦ to 20◦). These direc-195

tions do not correspond to the main axis of the gap, but are approximately196

parallel to the sidewalls of nearby orography features, probably evidence of197

stable air masses frequently flowing around obstacles.198

At station 12, the main lobes of the frequency distribution of wind compo-199

nents are elongated from NW to SE, along the direction of the gentle valley200

slope. The most frequent directions are between 90◦ and 180◦ (negative u,201

positive v), with wind speed mostly below 5 m s−1, likely related to noctur-202

nal drainage or to synoptic-scale southerlies dominant in the area (see below).203

Relatively stronger winds also seem to be preferentially southeasterly (150◦),204

although they can occur from almost all sectors.205

Station 23, located at the foot of the Cedar Mountains, displays a larger206

wind-direction variability than the other two stations. Even in this case, the207

most frequent wind direction (E) seems to be related to local modification208

of the prevailing southerly large-scale winds. Strong winds may blow equally209

frequently from almost all directions, but with a distinct preference for the210

northeasterly (30◦), a possible hint at windstorms down the SW slope of the211

Cedar Mountains.212
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Visual comparison between measurements and 4DWX simulations indicate213

good agreement in the representation of both the most frequent wind direc-214

tions and the typical wind speeds. The overall impression is that the set of215

simulations from 4DWX is a reliable representation of the observed wind cli-216

mate. Similar considerations apply to almost all other SAMS stations in the217

area, with a few expected exceptions (like, for instance, station 16 atop Cedar218

Mountains).219

Histograms in Fig. 2 do not discriminate between diurnal and nocturnal220

flow patterns. The diurnal cycle of wind directions at stations 2, 12, and 23,221

and at the respective closest model grid points, is therefore depicted in Fig. 3.222

(Only wind speeds greater than 1 m s−1 are considered.) Apart from the223

clockwise bias in simulations at station 23, the diurnal cycle of wind direction224

in output from 4DWX is quite realistic.225

226

{Figure 3 here}227

228

Taking seasonal variability into account, nighttime at DPG corresponds229

approximately to the period between 3 and 15 UTC. Sunrise and sunset times230

range respectively from 1259 to 1449 and from 0005 to 0303 UTC (from 0559231

to 0749 and from 1705 to 2003 LST). At all three stations, the distribution232

of wind directions in nocturnal hours shows a well defined primary direction233

(240◦ at station 2, 140◦ at station 12, 90◦ at station 23) and a few equally234

well defined secondary directions (e.g., 0◦, 120◦ and 190◦ at station 2, 330◦ at235
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station 12, 30◦ at station 23). The primary direction corresponds to the main236

axis of the gap between Granite Peak and the Dugway Range at station 2, to237

drainage along the NW-oriented Dugway Plain at station 12, and to eastward238

deflection of nocturnal southerlies at station 23. Secondary directions at station239

2 likely correspond to blocked flow running parallel to either Granite Peak or240

the Dugway Range and ultimately flowing into the gap, while the secondary241

direction at station 23 is related to downslope flow from the Cedar Mountains242

(see Fig. 1).243

Due to the predictable behaviour of cool and stable air, the prevalent noc-244

turnal wind directions are sharply defined and seemingly easy to relate to245

topography features. In contrast, larger variability in wind direction can be246

found during the daytime: wind can blow with almost uniform probability from247

any direction at station 2, or from anywhere between 140◦ and 330◦ at station248

23. Bimodal distributions of wind directions in the afternoon hours are to a249

certain degree visible at all stations. At station 12, in particular, the two main250

branches clearly correspond to the NNW and S directions, typical of synoptic251

weather systems in the area. Flow from the NNW sector during daytime might252

be explained at least partially by upvalley flow, but NNW winds occur even253

at night and are somewhat frequent even at station 23, making attribution254

to local thermal forcing rather doubtful. A gradual clockwise rotation of the255

wind direction in early morning hours is apparent at station 23, consistent256

with a morning transition regime and the local onset of upslope flow towards257

the Cedar Mountains.258
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Diurnal cycle statistics computed from 4DWX simulations generally agree259

well with obervations despite some minor discrepancies, e.g., the SE rather260

than E direction of nocturnal flows at station 23, or the more frequent oc-261

currence of southerly flows in the night at station 2. The encouraging results262

of pointwise comparisons between simulations and observations justify look-263

ing with confidence at statistics calculated over the whole core area of 4DWX264

domain 4.265

3.2 4DWX wind climate266

The relative frequency with which 4DWX simulates wind from eight directional267

sectors is represented in Figure 4. Sectors are 45◦ wide and centered on the 0◦,268

45◦, 90◦, etc., directions. Only wind speeds greater than 1 m s−1 are considered269

and no distinction between nighttime and daytime is made. It is apparent that270

S or SE and N or NW winds dominate the wind climate in the region. However,271

topography influences the local variability.272

273

{Figure 4 here}274

275

While N and S flows are more frequent over the playa, the dominant wind276

directions in the wide valley between Granite Peak and the Cedar Mountains277

are NW and SE, possibly as a consequence of flow channelling and/or thermal278

forcing. The most frequent wind direction in the gap between Granite Peak279

and Dugway Range is southwesterly, i.e., aligned with the main axis of the280
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gap and into the Dugway Plain. Gap flow along the opposite direction is also281

found, but much less frequently.282

Southerly winds are very frequent on the northern slope of the Dugway283

Range, but relatively uncommon immediately north of it. This suggests that284

downslope flows often tend to detach from the surface at the foot of the moun-285

tain without extending over the plain. Local forecasters often observe a pulse of286

southerly flow that crosses the plain just after sunset, after which the wind be-287

comes very light or calm and so remains throughout the night (Matt Jeglum,288

personal communication). Similar considerations are valid for the northern289

slope of Granite Peak. Frequent flow separation and related convergence lines290

are expected at these locations.291

Winds from the E and NE are generally rare, but comparatively more292

frequent on the southwestern slope of the Cedar Mountains. Locally, a spur293

detaching from the main ridge of the Cedar Mountains steers the predominant294

SE flows to E. Similarly, the frequent southwesterly flows in the gap between295

Granite Peak and the Dugway Range might be caused by the eastward deflec-296

tion of locally dominant southerlies.297

Flow around Granite Peak is common, as clearly evident in a number of298

diagrams. For instance, NW and SE flows are more frequent along the NE and299

SW sidewalls of the mountain than along the NW and SE ones. Similarly, S300

and N flows are more common on the E and W sides of the obstacle than on301

the S and N ones.302
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Like wind direction, extreme wind speed appears to be tightly connected303

to topography, as apparent in Fig. 5. The two panels display the spatial dis-304

tribution of wind speeds respectively greater than the 99th and smaller than305

the first percentile in the whole DPG area. High wind speeds are much more306

frequent at mountain tops than above plains, as could be easily expected.307

However, they are also frequent on mountain slopes (e.g., on the SW flank of308

the Cedar Mountains or NW of Camelback Mountain, i.e., of the low hill at309

approximately x = 38 km and y = 14 km), suggesting dynamically induced310

downslope acceleration. Extreme wind speeds tend to develop more frequently311

on the slopes of the Cedar Mountains than of Granite Peak. This is presumably312

related to the different vertical aspect ratio of the two ridges. Stable airflow313

over Granite Peak, which is narrow and steep, falls more easily in the potential314

flow regime, in which maximum wind speeds occur right at the mountain top315

(Lin 2007). Instead, airflow over the Cedar Mountains, which are considerably316

broader and slightly lower, apparently favors vertically propagating waves and317

concomitant downslope acceleration.318

319

{Figure 5 here}320

321

Low wind speeds (Fig. 5b) are infrequent at mountain tops, while they322

occur most commonly over the plains closest to mountain slopes, in particular323

north of the Dugway Range. Flow stagnation or convergence at these loca-324
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tions is likely related to downslope flow separation, as explained extensively325

in Section 4 below.326

To gain insight on the typical features of the vertical atmospheric profile327

in the area, histograms representing the variability of stratification (in terms328

of the Brunt-Väisälä frequency) and of wind direction with height, at the329

centre of 4DWX domain 4, are shown in Figure 6. Figures 6a and 6b show330

that stable stratification (N2 ≈ 10−4 s−1) and persistent W or SW winds331

occur in the mid-troposhere, above 4000 m MSL, as typical in midlatitudes. A332

larger variability both in stratification and in wind direction is found at lower333

altitudes, in particular between 2000 and 4000 m MSL, presumably related to334

synoptic weather systems. Two distinct branches of S and NW winds are in fact335

apparent, characterized respectively by veering (warm advection) and backing336

(cold advection) with height. At low altitudes (below 2000 m MSL, within a337

few hundred meters above ground), both southerlies and northwesterlies have338

a tendency to veer with height. Since this range of altitudes often corresponds339

to a well-mixed layer, this latter feature is likely due to the balance established340

between frictional and rotational effects (Ekman spiral).341

342

{Figure 6 here}343

344

Part of the variability in N below 4000 m is related to the occasional345

development of a deep convective bounday layer (CBL) during daytime. Fig. 6c346

and 6e provide evidence that mixed layers (N2 ∼ 0 s−2) might grow up to an347
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altitude of ∼4500 m (i.e., to a thickness of ∼3000 m). A detailed analysis of the348

spatial and temporal variability of the depth of the convective boundary layer349

in the DPG area is provided in De Wekker et al (2015). At night, especially350

within 300 m from the ground, very stable layers with N2 up to ∼ 8 × 10−4351

s−2 might form.352

The variability of the wind direction profiles is less obvious. Winds from353

the southerly sector tend to have a consistent direction below 3000 m during354

daytime hours (Fig. 6d) and to be subject to stronger frictional veering at night355

(Fig. 6f), possibly as a consequence of the diurnal variability of stratification.356

The more frequent occurrence of NNW winds during daytime is apparent, but357

attribution of this feature to the occurrence of a playa breeze or to upvalley358

flow remains uncertain. Rare and almost exclusively nocturnal easterlies are359

also apparent in Fig. 6b-d-f, most likely connected to drainage or dynamically360

forced flow from the Cedar Mountains’ western slope, which might occasionally361

extend as far as the middle of the sagebrush plain.362

To summarize, the 4DWX simulations suggests that some of the BL struc-363

ture at DPG is largely determined by predictable mesoscale circulations gen-364

erated by the topography or by land-surface inhomogeneities. However, es-365

pecially during the nighttime, interaction with the dominant synoptic flow366

regimes (e.g., southerly or north-westerly winds) appears to be responsible for367

additional phenomena, like flow diversion around topography and dynamically368

accelerated downslope flow, mostly confined to the northern or northeastern369

flanks of mountains.370
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Results presented in this Section provide a compact summary of the preva-371

lent wind regimes in the DPG area, but cannot elucidate the respective forcing372

factors thoroughly. Conclusive evidence on what are the driving mechanisms373

of the different prevailing winds can most likely be obtained only through a374

detailed study of their diurnal and seasonal variations.375

In the following section we try to understand if the bottom of mountain376

slopes around DPG are the most favourable areas, during the nighttime, for377

flow separation and convergence conducive to unusually vigorous mixing.378

4 Nighttime processes: flow separation379

In Section 3 we formulated the hypothesis that orographically induced modi-380

fication of the ambient flow might foster low-level flow convergence and flow381

separation in the DPG area, in particular at night when the atmosphere is382

stably stratified near the ground.383

Because the terms convergence and separation might seem unrelated to384

each other, or even contradictory, it is useful to clarify the definition of the385

latter. BLS occurs when a strong adverse pressure gradient force decelerates386

near-surface flow and eventually reverses its direction. As this happens, mass387

continuity requires the flow to be lifted off the surface, hence the concept of388

separation (Scorer 1958; Batchelor 1967). Near-surface wind vectors on op-389

posite sides of the separation line converge into it, hence the approximate390

equivalence of the terms convergence and separation in the context of this391

section.392
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BLS is only one of many processes that might relate to flow convergence393

near the ground. Others include thermal updrafts developing over the crests394

of mountain ridges (Serafin and Zardi 2010), or even processes entirely unre-395

lated to BL dynamics like fronts or gravity currents, i.e., bores or downdrafts396

generated by convective storms. However, BLS is the only process favouring397

convergence in a stable BL that would systematically occur in the immediate398

vicinity of topography features. This motivates the special emphasis given to399

this phenomenon in the present study.400

Both (large-scale) dynamical forcing and (local-scale) thermal forcing can401

be responsible for flow separation at the bottom of a slope. Thermal forcing402

is primarily related to cold air pooling, leading to a positive pressure anomaly403

in the area where cold air accumulates. Integrating the hypsometric equation404

suggests that, for realistic cold pool depths and strengths, perturbations larger405

than 0.1 hPa should not be expected at DPG.406

Dynamical forcing can cause different separation regimes (i.e., bluff-body407

separation at mountain top or wave-induced separation) which correspond408

to distinct ranges of values of two nondimensional parameters (Baines 1997;409

Ambaum and Marshall 2005). These are the mountain aspect ratio, hm/L,410

(hm being the mountain height and L its half-width) and the upstream non-411

dimensional mountain height, Nhm/U , (N being the Brunt-Väisälä frequency412

and U the ambient wind speed). Considering the aspect ratio of Granite Peak413

(∼ 0.2), both separation regimes might occur in its lee, with a preference for414

wave-induced separation down the lee slope in the stable nocturnal environ-415
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ment. Negative pressure perturbations generated over the slope by mountain416

wave activity can easily exceed a few tenths of hPa (see below and Fig. 8-9 for417

examples), suggesting that dynamical forcing induces separation more likely418

than thermal forcing in this area.419

A plausible scenario for the occurrence of BLS at DPG is the following.420

Under certain conditions, ambient flow over or around obstacles in a stable421

environment generates mountain waves. Pressure perturbations embedded in422

waves of sufficiently large amplitude force the BL to separate. Separation oc-423

curs downstream of a localized pressure minimum, i.e., in a region of adverse424

pressure gradient force, typically near the foot of lee slopes. Air upstream of425

the separation point, displaced downwards by the wave, is related to a warm426

anomaly because of adiabatic compression heating. Extremely stable air at427

the bottom of the lee side of mountains, if present, hydrostatically intensifies428

the adverse pressure gradient generated by the wave, further favouring the429

tendency to separation. Large gradients of wind speed, pressure, and temper-430

ature occur along the separation line. Evidence in support of this scenario is431

provided in what follows.432

Detecting convergence lines related to flow separation from extensive sets433

of 4DWX model output requires analysing not only time series of near-surface434

wind fields, but also of pressure and temperature fields. An appropriate pro-435

cessing of pressure and temperature data proves to be necessary, in order436

to filter out their obvious altitudinal and seasonal variability. Our filtering437

method consists of two steps.438
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First, an areal average φ
xy

is removed from the original signal φ (a two-year439

time series of either pressure or temperature at one-hour intervals). The de-440

trended signal φ′′ is defined as φ′′(x, y, t) = φ(x, y, t)−φxy(t). This step essen-441

tially removes the fingerprint of synoptic systems, which cause time-dependent442

but approximately homogeneous temperature and pressure perturbations in443

the relatively small DPG area. The result is a set of detrended time series444

(one per each grid point in the 4DWX domain) or, in other words, a map of445

time series.446

Second, the detrended signal φ′′ is subjected to high-pass temporal Lanc-447

zos filtering, yielding the filtered signal φ′. The Lanczos method is a filtering448

approach in Fourier space which significantly reduces the Gibbs phenomenon,449

i.e., the appearence in the filtered series of spurious under- and overshoots450

near sharp discontinuities. Originally introduced in the field of meteorology451

(Duchon 1979), in more recent years Lanczos filtering has gained wide popu-452

larity in a number of disciplines including image processing. High-pass filter-453

ing removes from φ′′ any oscillatory behaviour related to seasonal or diurnal454

variability (a cutoff frequency of 1/12 hr−1 was adopted in this study). The455

resulting filtered signal φ′ only retains the fingerprint of high-frequency or456

intermittent atmospheric disturbances. Time series from all grid points are457

treated independently from each other during this stage.458

The effects of this two-step filtering at seasonal and diurnal scales are il-459

lustrated in Fig. 7, which shows time series at two 4DWX grid points, one on460

top of Granite Peak, another a few km east of it. Removal of area-wide trends461
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from the pressure field leaves discernible altitudinal, seasonal, and diurnal sig-462

nals in p′′ (Fig. 7a–c). The pressure perturbation is negative on the mountain463

top and positive on the lowland. Furthermore, the pressure difference between464

mountain top and lowland is smaller in summer and at daytime, which can be465

understood from the hypsometric equation (the larger the temperature, the466

smaller the pressure difference between two height levels). Lanczos filtering,467

resulting in the time series p′, removes all of these sources of variability. Similar468

reasoning is valid for the temperature series in Fig. 7b–d.469

470

{Figure 7 here}471

472

Although time series from each grid point are treated independently during473

the Lanczos filtering step, filtered fields (i.e., maps) maintain spatial coher-474

ence, as shown in Figs. 8–9. The two examples show how filtering p and T475

data makes the distinctive features of flow separation apparent. In Fig. 8, the476

ambient flow is northerly and relatively strong northeasterly downslope flow477

occurs on the SW slope of the Cedar Mountains. A warm anomaly in the478

unfiltered T field, co-located with the region of high wind speeds, is appar-479

ent. However, no obvious relationship is visible between the wind field and480

the unfiltered p field, which only shows a distinct altitudinal fingerprint. After481

detrending and filtering, the temperature contrast along the downslope flow482

front is intensified, while a negative pressure perturbation (p′ < −0.5 hPa)483

appears on the SW slope of the Cedar Mountains. The downslope flow reacts484
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to the adverse pressure gradient force encountered at the foot of the slope by485

separating. Analogous dynamics are apparent in Fig. 9 which, however, refers486

to a case with southerly ambient flow. In these conditions, dynamically forced487

downslope flow occurs on the NE slopes of Granite Peak and the Dugway488

Range. Even in this case, downslope flow acceleration and separation are re-489

lated to localized pressure minima on the lee sides of mountains, while a strong490

temperature contrast is present across the separation line.491

492

{Figure 8 here}493

494

{Figure 9 here}495

496

The previous examples illustrate how dynamical forcing leads to the charac-497

teristic occurrence of strong and approximately co-located gradients of surface498

wind speed, pressure, and temperature in the vicinity of mountain slopes dur-499

ing BLS events. Gradient magnitude is easily computed from surface 4DWX500

output at each grid point and every output time, so a climatographical evalu-501

ation of where the strongest wind speed, temperature, and pressure contrasts502

occur in the DPG area is possible. Our sample consists of ∼ 3.21×107 elements503

(44 grid points along the x and y directions, and 16588 output times). For each504

point in the sample, the magnitudes of the horizontal gradients of the wind505

speed, temperature, and pressure are computed. The 99th percentiles of the506

three frequency distributions are then found. ||∇U ||99, ||∇T ||99, and ||∇p||99507
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correspond respectively to 2.57×10−3 s−1, 6.34×10−4 K m−1, and 7.59×10−5508

hPa m−1. These seemingly small numbers are actually orders of magnitude509

larger than typical synoptic-scale values. Also, ||∇p||99 is considerably larger510

than the horizontal pressure gradient that would result by integrating ||∇T ||99511

over a reasonable depth, further supporting the idea that flow separation on512

lee slopes is primarily dynamically driven.513

The spatial distributions of simulated gradient magnitudes larger than514

||∇U ||99, ||∇T ||99, and ||∇p||99 can be evaluated, and results of this elabo-515

ration are reported in Fig. 10. If extreme values were uniformly distributed516

over the DPG domain, the frequency of exceedence of the 99th percentile517

would be everywhere equal to 1%. Instead, there is a large degree of spatial518

variability.519

520

{Figure 10 here}521

522

The strongest wind speed, temperature, and pressure contrasts tend to523

occur at the foot of mountains (u and T fields) or on the low stretches of slopes524

(p field), consistent with flow separation slightly downstream of a pressure525

minimum (Fig. 10a,c,e). The bulk of BLS occurs during the night, as evinced by526

the fact that the nighttime fraction of strong wind speed and pressure gradients527

is largely above 50% near mountain flanks (Fig. 10b,d,f). The northeastern528

slopes of Granite Peak and the Dugway Range are hot spots, likely because529

of the dominance of southerly flows in the wind climatography of this area530
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(see Section 3 above). In a nocturnal stable environment, frictional veering531

of southerly flows (see again Section 3) would favour the preferential onset of532

BLS on NE slopes; in this scenario, while low-level southerly winds are blocked,533

southwesterly winds at mountain-top level plunge down the mountain slopes.534

Extreme value statistics from 4DWX data and Mini-SAMS observations,535

and their spatial distributions, are compared in Fig. 11. The period between 15536

September and 29 October 2012 is considered (MATERHORN Fall 2012 field537

campaign), and percentiles are computed separately for the two datasets. Gra-538

dients from the Mini-SAMS network are computed from one-sided differences539

between each station and its NE and SE neighbors.540

The distribution of extreme gradients in the 4DWX sample during the541

MATERHORN campaign is very similar to that of the complete 2012–2014542

period (Fig. 10), with maximum frequencies concentrated along the NE slopes543

of the ridges.544

Mini-SAMS stations are distributed over a predominantly flat area NE of545

the Dugway Range and E of Granite Peak, a few km away from their sidewalls.546

Therefore, they do not cover the regions were flow separation and convergence547

are more likely to happen, according to 4DWX simulations. However the gen-548

eral trend, with the frequency of intense wind speed gradients increasing E549

to W, and substantially doubling between the two sides of the network, is in550

good agreement with the model climatography, lending it further credence.551
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552

{Figure 11 here}553

554

To summarize, S or SW flows with considerable near-surface frictional veer-555

ing appear to be the most likely scenario leading to leeside BLS in DPG. Sepa-556

ration lines along the NE slopes of Granite Peak and the Dugway Range would557

constitute convergence zones, where dynamically accelerated flow on the steep558

mountain flanks interacts with drainage flow developing over the gently sloping559

plain. The resulting collision of air masses is expected to lead to considerable560

turbulence and enhanced mixing (Dimitrova et al 2015; El-Madany et al 2014).561

5 Discussion and conclusions562

In this paper, a set of simulations from a limited-area weather prediction model563

from 2012–2014 is analyzed in order to acquire insight into yet poorly under-564

stood aspects of nocturnal BL circulations in an area with complex topography565

and land cover, Dugway Proving Ground in northwestern Utah.566

Mesoscale numerical weather prediction models are run operationally by567

many institutions around the world, primarily for the purpose of forecasting.568

In this context, long-term archives of past model simulations are normally569

employed for forecast verification. In contrast, examples of climatographical570

analysis of past operational mesoscale model output are uncommon. Some are571

related to the study of the spatial and interannual variability of rainfall (e.g.,572
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Hahmann et al 2009) or to the assessment of wind energy potential (Nawri573

et al 2014; Santos-Alamillos et al 2014).574

Our study focuses instead on nocturnal atmospheric boundary-layer phe-575

nomena and aims to quantify the impact of mesoscale topography on airflow576

patterns. Regular thermally- or dynamically-driven circulations, which spring577

from characteristics of the land surface (like topography or thermal proper-578

ties), have long offered the promise that mesoscale numerical weather pre-579

diction models can skillfully simulate this type of phenomena, at least in a580

climatological sense.581

We demonstrate that 4DWX simulations offer an accurate representation582

of the prevalent wind directions and typical wind speeds observed at several583

locations across Dugway Proving Ground, as well as of their diurnal variability.584

Based on this outcome, we rely on 4DWX model output to describe some585

impacts of topography on the wind field in DPG.586

The most frequent surface wind regimes at DPG correspond to souther-587

lies and northwesterlies. In both cases, considerable veering (exceeding 45◦)588

is typically observed in the lowest km of the atmospheric column, especially589

during the night. As expected, topography appears to modify these two basic590

patterns in various ways, e.g., by (a) diverting flow around obstacles, (b) pro-591

moting near-surface drainage of cold air, and (c) favouring wind acceleration592

on lee-side slopes in certain flow regimes. In the latter case, flows often converge593

at the bottom of slopes, in particular on the northeastern walls of mountains.594

These topographically induced convergence areas display the distinctive fea-595
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tures of flow separation (i.e., strong gradients of wind speed, temperature, and596

pressure).597

The plausibility of these results needs to be evaluated carefully, in view598

of the typical limitations of mesoscale weather models. Pointwise comparison599

of wind fields from 4DWX simulations and observational data supports the600

conclusion that the modelled and observed wind climates are indeed in very601

good agreement. However, it is worthwhile to mention that the simulations602

considered in the present study have a rather coarse resolution (1.1-km hori-603

zontal grid spacing) and rely on artificial numerical dissipation to remove noise604

and maintain stability in operational runs. Also, common BL parameteriza-605

tion schemes have a well-known tendency to be overdiffusive in nocturnal, very606

stable boundary layers (Grisogono 2010; Dimitrova et al 2015). All of these607

conspire to remove small-scale variability from solution fields and to damp608

spatial gradients. The absolute values of wind speed, temperature, and pres-609

sure gradients mentioned in this study should therefore not be interpreted610

absolutely. However, since the 1.1-km grid interval is more than sufficient to611

characterize many of the key features of orography, there is no reason to doubt612

that the spatial distribution of topographically induced gradients in the model613

fields are credibly reproduced in a climatological sense.614

The value of the present results is essentially the spatially distributed in-615

formation about BL flows at DPG with mesoscale detail. The planning of field616

activities there and at similar locations can benefit from this type of informa-617

tion. For instance, at DPG, it would be natural to concentrate on the foot of618
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the E and NE slopes of Granite Peak and the Dugway Range to investigate619

the interaction between dynamically induced downslope winds and drainage620

flows.621

As a concluding remark, we offer that the methods used for this study—622

the elaboration of climatographies of wind direction maps, extreme wind speed623

maps, and vertical atmospheric profiles; the high-pass filtering of pressure and624

temperature fields; and the study of spatial variability by considering gradient625

maps—are general enough to be easily applied in other contexts, provided that626

an equally extensive archive of mesoscale simulations is available.627
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Grubǐsić V, Serafin S, Strauss L (2015a) Climatology of westerly wind events in the lee of680

the Sierra Nevada. J Appl Meteorol Clim p submitted681
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Fig. 1 Map of the study area. The diagram on the left shows the four domains of the 4DWX

Dugway Proving Ground (DPG) simulations. On the right is a zoom-in on the DPG area,

with grey shading representing surface altitude in m MSL and colors referring to land-cover

categories. Two squares (dot-dashed lines) are drawn in the map. The larger one outlines the

boundaries of 4DWX domain 4; the smaller one outlines the part of the domain that is not

subject to flow relaxation towards the lateral boundaries. Numbers in white circles denote

the position of SAMS automatic weather stations (stations 17 and 27, missing in the map,

are located farther to the north). Letters in the down-pointing triangles refer to the major

orography features in the area: Granite Peak (G, 2148 m MSL), the Cedar Mountains (C,

2110 m MSL), the Dugway Range (D, 2082 m MSL), and Indian Peaks (I, 2566 m MSL).
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Fig. 2 Two-dimensional histograms of 10-m wind components u versus v at SAMS sta-

tions 2, 12, and 23, and at the corresponding nearest-neighbor 4DWX grid points. Relative

frequencies in each histogram sum up to 100%. The color scale is proportional to the pop-

ulation of bins and is logarithmic in order to make even rare events clearly visible. Highly

populated bins are displayed in darker shading.
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Fig. 3 As in Fig 2, but for the frequency of occurrence of 10-m wind speed > 1 m s−1 as

a function of wind direction and time of day.
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Fig. 4 Relative frequency of near-surface wind direction in eight directional sectors in

4DWX domain 4. Sectors are 45◦ wide and are centered on directions ranging from 0◦

(N) to 315◦ (NW). At each model gridpoint, frequencies from the eight directional sectors

sum up to 100%. Only wind speeds > 1 m s−1 are considered. The slope angle (tanα) is

represented in the middle panel. Isolines in all panels refer to surface altitude. The spacing

between contours is 100 m. The color bar at the bottom left refers to frequencies in the

range [0, 1] and applies to all panels.
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Fig. 5 Two-dimensional histograms representing the spatial distribution of extreme wind

speed values (highs in a and lows in b). The frequency of exceedance (resp. not exceedance)

of the 99th (resp. 1st) percentile is represented. A spatially uniform distribution of extremes

would correspond to a uniform value of 1.
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Fig. 6 Two-dimensional histograms representing the variability of the (a) Brunt-Vı̈sälä

frequency and (b) wind direction with height MSL. Relative frequencies in each of histograms

a and b sum up to 100%. Panels c and d represent the fraction of daytime events with respect

to the total in each bin of panels a and b. Panels e and f represent instead the fraction of

nighttime events. Corresponding bins in panels c and e sum up to 100%. The same applies

to panels d and f . White areas in panels c–f correspond to scarcely populated bins.
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Fig. 7 Effect of filtering on pressure and temperature time series from 4DWX model output.

Pressure, p, is the original series, p′′ the result of detrending, and p′ the result of Lanczos

low-pass filtering. Panels a and b show the effects of filtering at annual scale. Panels c and

d refer instead to the diurnal scale.
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Fig. 8 Example of (a and c) unfiltered and (b and d) filtered temperature and pressure

fields in the core of 4DWX domain 4. Vectors represent the wind field at the first model

level above ground. Plots refer to model output on 12 May 2014 at 0900 UTC (0200 LST).
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Fig. 9 As in Fig. 8, but for 8 August 2012 at 0700 UTC (0000 LST).
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Fig. 10 Two-dimensional histograms representing the spatial distribution of extreme values

of the magnitude of the gradients of (a) wind speed, (c) filtered temperature, and (e) filtered

pressure. Relative frequencies in each of histograms a, c, and e sum up to 100%. Panels b,

d, and f represent the fraction of nighttime events with the respect to the total in each bin

of panels a, c, and e, respectively.
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Fig. 11 Comparison between observed (Mini-SAMS, colored bullets) and modelled (4DWX,

background gridded map) wind speed gradient climatographies at DPG during a period of

the MATERHORN fall 2012 field campaign (15 September to 29 October). Colors represent

the spatial distribution of extreme values of the magnitude of the wind speed gradients (i.e.,

of the samples for which wind speed gradient exceeds the 99th percentile of its frequency

distribution, in each of the two datasets). The temporal interval of the samples is 1 hour for

4DWX and 1 minute for Mini-SAMS.


