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My research is in discrete probability, combinatorics and graph theory, focusing on enu-
merative problems, set partitions, and applying combinatorial ideas to understanding phase
transitions in statistical physics models and long-range correlations in large random structures.

“Enumerative problems” here means “counting”: I study families of sets, often coming
from fundamental problems in statistical physics and theoretical computer science, and ask
“how large is each set?” and “how does this answer change, as the underlying parameters that
define the family change?” A solution to the latter question often gives valuable information.
The rate at which sets grow as their underlying parameters grow can, for example, be a
measure of the complexity of the problem giving rise to the sets — consider how the running
time of a program increases as the length of the input does, with linear or quadratic growth
leading to a program that may be effective even for large inputs, while larger growth rates
may result in a running time that quickly becomes prohibitive.

Moreover, solutions to enumerative problems often give important insight into the structures
being counted. Indeed, to count a set it is often necessary first to understand what a “typical”
element looks like, or to break the set into clusters with all elements in a cluster having a
similar appearance. Such information about the structure of a set can be extremely helpful
when developing efficient schemes for generating a random element, as one might want to
do when, for example, testing the plausibility of some hypothesis about the set, when it
is computationally unfeasible to examine all the elements. More generally enumeration is
intimately related to discrete probability — understanding probabilities in large discrete
structures often amounts to solving (suitably weighted) enumeration problems.

Enumerative problems are sometimes solved not by direct counting, but via a bijection: a
one-to-one correspondence between a set A of unknown size, and another set B of known size.
This establishes that the size of A is the same as that of B; but moreover, the fine details of
the bijection often provide valuable insights into the structures of both sets. Closely related
to bijections are combinatorial proofs. When an answer to an algebraic or analytic problem
turns out to be a whole number, it is natural to ask whether this is co-incidental, or whether
the answer can be understood as the size of a certain set, whose existence and description
may shed new light on the original problem. The search for combinatorial interpretations of
solutions to seemingly non-combinatorial problems is both challenging and rewarding.

My recent (post 2012) work in these areas has fallen broadly into three overlapping areas —
generalized Stirling numbers, enumeration of H-colorings of graphs, and understanding phase
transitions in statistical physics problems. I'll discuss these in some more detail now.

Stirling numbers. Stirling numbers are among the most studied combinatorial sequences.
Their importance stems in part from the fact that they can be described combinatorially (the
Stirling number of the second kind {Z}, for example, counts partitions of {1,...,n} into k
non-empty blocks) as well as admitting algebraic descriptions (for example, {Z} appears in
the change-of-basis matrix between the standard basis for polynomials and the falling powers
basis). This makes Stirling numbers a natural bridge between combinatorics and algebra.
Via its combinatorial description, {Z} generalizes naturally to graphs: for a graph G
the graph Stirling number {i} counts partitions of the vertex set of G into k non-empty
independent sets (sets of mutually non-adjacent vertices). Think of G as encoding partition

restrictions: vertices adjacent in G' may not lie in the same block of a partition. This notion
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goes back to Tomescu (1971) and has been taken up by many researchers. If G has no edges
— no partition restrictions — then ordinary Stirling numbers are recovered.
In seminal work Harper (1967) found that the sequence ({Z}) 450 18 asymptotically normal

(its histogram quantifiably approaches the standard normal density as n grows). Asymptotic
normality has long played an important role in the theory of enumeration. With undergraduate
Do Trong Thanh [21] and later in [31], we substantially extended Harper’s result, finding
that when G,, is any n-vertex acyclic graph then ({C;;”})kzo is asymptotically normal. This
is not yet the end of the story, and characterizing those (families of) graphs G,, for which
({ Gk"}) k>0 1S asymptotically normal is an active research goal.

Scherk (1823) found that Stirling numbers arise naturally in the Weyl algebra on alphabet
{z, D} with relation Dz = 2D + 1, via the identity (D)™ = >7_; {}}2*D". The right-hand
side here is the normal order of the word (zD)". The Weyl algebra appears in quantum
mechanics, and has received attention both from physicists and combinatorialists. A focus has
been on understanding the coefficients of the normal order of an arbitrary word in the algebra.
Much of the literature has tackled the problem algebraically; with Engbers and graduate
student Justin Hilyard [28] we found a complete and simple combinatorial interpretation that
directly extends the standard interpretation of {Z} for every word w there’s a graph G,
such that the normal order coefficients of w are the graph Stirling numbers of G,,.

Many authors have considered Stirling numbers with restrictions on the allowed sizes of
blocks. In particular r-restricted numbers — allowing only blocks of size < r — have received
much attention. These are understood algebraically, but a fascinating combinatorial question
remains. The matrix [{Z}]n 4>o Of Stirling numbers has an inverse with entries whose signs
form a predictable checkerboard pattern, and there is a classical explanation for this, via
combinatorics — the inverse entries count, up to predictable sign, particular sets. Choi et al.
(2006) asked if inverses of matrices of r-restricted numbers can be similarly combinatorially
interpreted. This is easy for » = 2, but for » > 3 they identified a significant obstacle.

With Engbers and Smyth, we took up the challenge, and have made significant progress.
In [37] we showed that for every restriction, the inverse of the associated matrix can be
combinatorially interpreted, as the difference in size between two explicitly defined sets. For
many restrictions (including r-restricted numbers for all even r) we went further, explaining
each inverse entry as, up to predictable sign, the size of a single set. The question of when we
can get this stronger interpretation turns out to hinge on an unexpected problem from analysis:
for which R € N with 1 € R, 0 ¢ R does the “thinned” exponential series ) . 2" /n! have
a compositional inverse with alternating power series? For all R for which we know that the
inverse is alternating, we know this only through a combinatorial (bijective) argument, not
an analytic one. Characterizing all such R is an ongoing project with Engbers and Smyth.

A recent project in the realm of generalized Stirling numbers involves total non-negativity
of matrices — the property that all determinants of square submatrices are non-negative.
This is an important concept connecting aspects of algebra, analysis and combinatorics. Many
combinatorial matrices, such as those of binomial coefficients and Stirling numbers, are known
to be totally non-negative. With graduate student Adrian Pacurar [10] we placed these
examples in a common framework (in terms of polynomial change-of-basis matrices), and
found a substantial new family of totally non-negative matrices, including matrices of rook
numbers of Ferrers boards, and of graph Stirling numbers of chordal graphs. Our approach
involved adding a novel twist to the standard machinery of weighted planar networks. We are
actively seeking a complete characterization of totally non-negative change-of-basis matrices.
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H-coloring graphs. An important notion linking problems in combinatorics, statistical
physics and theoretical computer science is that of an H-coloring of a graph — an adjacency-
preserving function between vertex sets of graphs. H-colorings directly generalize two central
notions in graph theory: that of an independent set, and that of a proper coloring.

The extremal question — maximizing/minimizing given parameters over given families
of graphs — is fundamental in graph theory. The extremal question for H-colorings — for
graph H and family G, which G in G admit the most/fewest H-colorings? — has been an
active and fruitful one, dating back to work of Wilf and Linial (1980’s).

Generalizing a result of Kahn (2001), in older work with Tetali [0] we settled the maxi-
mization question for all H and for G the family of regular bipartite graphs, and posed the
question of what happens when the biparticity hypothesis is dropped. This has generated
great interest — at least 16 papers with 18 distinct authors — and has been resolved in
numerous special cases, though many questions remain. My recent contributions include [23]
(giving, inter alia, asymptotic bounds on the maximum number of H-colorings of regular
graphs, for every H), [29] (significantly improving these bounds in the special case of proper
coloring, a problem spectacularly resolved by Sah et al. (2018)), and [27] (an expository
paper explaining the powerful entropy method, and highlighting open questions in the area).
My undergraduate senior thesis student Luke Sernau has also contributed in a sole-authored
paper, settling some special cases and providing constructions to refute a conjecture of mine.

In older work [1%] I introduced the question of maximizing the count of independent sets in
graphs with given minimum degree, and this has since been the subject of at least 5 papers
with 11 distinct authors, the latest of which, by Gah et al. (2015), gave a complete resolution.
My contribution has included joint work with Engbers [26, 3], settling the natural conjecture
for small values of the minimum degree, and broadening the problem to general H-colorings
with connectivity restrictions. Focussing on G the family of trees we found the minimizing tree
for a large family of H’s, and gave a new proof of an old result of Siderenko fully solving the
maximization problem for every H. We then extended our proof methods to make significant
inroads on the problem of maximizing the count of H-colorings of 2-connected graphs. In
this broader formulation of the problem, many interesting questions remain.

When an exact solution to an enumeration problem is not feasible, it is natural to consider
the broad “shape” of the space of solutions, as the underlying parameter(s) of the problem
vary. There is a vast literature on the important role in combinatorics played by “global”
properties of sequences, such as unimodality, log-concavity and asymptotic normality. For
example, Alavi et al. (1987) asked whether the independent set sequence of any tree (the
sequence whose kth term is the number of independent sets of size k) is unimodal — rises
monotonely to a single peak and then falls. This fundamental question has attracted much
attention but remains stubbornly open. With graduate student Justin Hilyard [35], we found
many families of recursively defined trees for which the answer is yes; in follow-up work in
preparation we are settling the question for some non-recursively defined families.

Alavi et al. showed that, unlike for trees, the independent set sequence of general graphs
can be far from unimodal, exhibiting an arbitrary pattern of rises and falls. They posed
an extremal question: how large are the graphs needed to exhibit every pattern? With
undergraduates Katie Hyry and Kyle Weingartner, and graduate student Taylor Ball [12], we
settled this question completely; we also answered a question of Alavi et al. on restrictions
on the pattern of rises and falls that can be exhibited by the matching sequence of a graph.
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Statistical physics. H-colorings are intimately related to hard-constraint spin models, an
important class of statistical physics models describing random structures determined by
local rules. The vertices of a graph G are sites occupied by particles, with edges representing
pairs of bonded sites. Vertices of H are spins that a particle may have, and edges of H
encode restrictions: a pair of spins can span a bond only if they are adjacent in H. A spin
configuration on G is exactly an H-coloring. Important examples include the hard-core model
(random independent sets) and the Potts model (random proper colorings).

For the Potts model, Kotecky (1985) conjectured that for all ¢ > 3 the model on Z¢ exhibits
phase coexistence. Combinatorially this says that the set of 3-colorings of the lattice breaks
into 6 clusters characterized by one (of 3) colors being dominant on one (of 2) partition classes
of the lattice. Using sophisticated probabilistic and combinatorial tools, and building on
earlier work with Kahn and Randall [5, 10], with Kahn, Sorkin and Randall [30] we recently
settled this conjecture for ¢ = 3, the first significant progress on Kotecky’s conjecture (which
has since been fully resolved by Peled and Spinka, building partly on our work). Some of
these tools, due to Sapozhenko, are described in my expository note [36].

The existence of phase transition for the hard-core model on Z¢ for sufficiently large values
of its density parameter — combinatorially saying that a typical dense independent set from
the lattice lies mostly in one of the two partition classes — was shown by Dobrushin (1968),
but there was no good information on the (conjectural) phase transition point (the critical
density at which this dichotomy first occurs) until my thesis work with Kahn [5]. This only
gave useful information in high dimensions. In Z? Sinclair et al. (2016), building on extensive
previous work, gave a lower bound of around 2.5 on the critical density (the conjectured
value is around 3.9). With Blanca, Tetali and Randall [25] we made a serious attack on
the problem from the other direction, and obtained the first comparable upper bound on
the phase transition point. With undergraduate Ethan Chen [39] we used tools from the
theory of self avoiding walks to obtain an improved upper bound, of around 5.3. Developing
combinatorial and discrete probabilistic tools to pin down the critical density in both low and
high dimensions, and more fundamentally to establish its existence, is a major research goal.
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