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Abstract—This paper applies spectral efciency as a perfor-
mance measure for routing schemes and considers how to obtain
a good route in a wireless network. The objective for this
study is to combine different perspectives from networking and
information theory in the design of routing schemes.

The problem of nding the optimum route with the maximum
spectral efciency is difcult to solve in a distributed fashion.
Motivated by an information-theoretic analysis, this paper pro-
poses two suboptimal alternatives, namely, the approximately-
ideal-path routing (AIPR) scheme and the distributed spectrum-
efcient routing (DSER) scheme. AIPR nds a path to approxi-
mate an optimum regular path and requires location information.
DSER is more amenable to distributed implementations based
on the Bellman-Ford or Dijkstra’s algorithms. The spectral
efciencies of AIPR and DSER for random networks approach
that of nearest-neighbor routing in the low signal-to-noise ratio
(SNR) regime and that of single-hop routing in the high SNR
regime. In the moderate SNR regime, the spectral efciency
of DSER is up to twice that of nearest-neighbor or single-hop
routing.

Index Terms—Capacity, routing, wireless networks.

I. BACKGROUND AND MOTIVATION

AS WIRELESS communications are extended beyond the
last hop of networks, a better understanding of wireless

relaying (including routing as a special case) is needed to
deploy efcient multi-hop wireless networks. Research from
different perspectives, e.g., networking and information theory,
leads to different relaying paradigms for wireless networks
[1]–[7]. The goal of this paper is to study the wireless rout-
ing problem combining networking and information-theoretic
perspectives.

The study of wireless networks using information theory
[1]–[4] has led to several relaying protocols that are asymp-
totically order-optimal as the number of nodes goes to innity.
However, all practical networks have a nite number of termi-
nals. Furthermore, relaying protocols derived from information
theory often involve complicated multiuser coding techniques,
such as block-Markov coding and successive interference
cancellation, which are too complex to implement in practical
systems. Moreover, information-theoretic relaying strategies
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may not be easily implementable in a distributed manner.
The gap between information-theoretic analyses and practical
implementations has inspired us to study networks with a
nite number of nodes with an emphasis on the distributed
implementation aspects of our routing schemes.

On the other hand, previous work on routing within the
networking community, e.g., [6], [7], mainly studies how to
design new routing metrics to improve the throughput, and
how to modify existing routing protocols to incorporate new
metrics. These models are often built on link-level abstractions
of the network without fully considering the impact of the
physical layer. There is little if any discussion about the
fundamental performance limits, such as Shannon capacity
or spectral efciency. In contrast to these works, this paper
studies the inuence of different routing schemes on spectral
efciency and designs distributed routing schemes based on
insights from an information-theoretic analysis.

The work in [8]–[10] provides important guidelines for
designing spectrum-efcient networks. Assuming a one-
dimensional linear network, [8]–[10] show that there is an
optimum number of hops in terms of maximizing end-to-
end spectral efciency. The results challenge the traditional
wireless routing paradigm, “the more hops the better,” which
is based purely upon signal-to-noise ratio. However, [8]–[10]
assume that the number of relays and their locations are design
parameters. In practice, the network geometry changes as the
network operates and evolves; thus, neither the number of
available relay nodes nor their locations between a source
and destination are design parameters. Therefore, this paper
considers choosing a route in a network comprised of an
arbitrary number of randomly located nodes.

The remainder of the paper is organized as follows. Sec-
tion II describes the system model and assumptions. Sec-
tion III formulates the problems of nding a route with
the maximum spectral efciency assuming both the optimal
bandwidth allocation and the equal bandwidth allocation.
Since bandwidth allocation requires exchange of at least some
global information, most of the paper focuses on providing
solutions for the case of equal bandwidth sharing. Specically,
Section IV proposes approximately-ideal-path routing (AIPR),
a location-assisted routing scheme, and Section V proposes
distributed spectrum-efcient routing (DSER) scheme as an-
other near-optimum solution. The spectral efciency of AIPR
and DSER closely follows the optimal spectral efciency. Fur-
thermore, DSER can be implemented with standard distributed
algorithms that are guaranteed to converge and generate loop-
free paths. Section VI discusses the applications of AIPR
and DSER in interference-limited networks and the connec-
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tions between DSER and other well-known routing schemes.
Section VII presents simulation results, and Section VIII
concludes the paper.

II. SYSTEM MODEL

A. Network Model

For simplicity, we only consider routing for one source-
destination pair and limit our study to single-path routing. Also
we do not allow the links to exploit cooperative diversity, e.g.,
[11], [12]. One typical assumption in networks is that there
is no link between two nodes if the signal quality is below
certain thresholds [1], [6], [7]. However, from an information-
theoretic perspective, two nodes can always communicate with
a sufciently low rate. Therefore, in this paper we assume any
two nodes in the network can directly communicate. We repre-
sent the nodes in the network and the possible transmissions
between nodes by a complete graph G = (V , E), where V
represents the set of nodes in the network and E represents the
set of edges (links). In general, nodes are arbitrarily located.
For each link e ∈ E , we use t(e) to represent the transmit end
of the link and r(e) to represent the receive end. A path L
from node s to node d, s "= d, consists of an ordered sequence
of unique links l1, l2, l3, ..., ln ∈ E that satises the following:
for each 1 ≤ k ≤ n − 1, r(lk) = t(lk+1); t(l1) = s; and
r(ln) = d. We also denote the source and destination of a
given path L as t(L) = t(l1) and r(L) = r(ln), respectively.
The length of the path |L| is the number of links or hops in
the path.

B. Channel Model

We use a standard path-loss model, i.e., the path-loss factor
from node i to node j, i, j ∈ V , is given by

Gi,j = c[max(Di,j , Df )]−α, (1)

where Di,j is the Euclidean distance between node i and j,
Df is the far-eld distance [13], α is the path loss exponent
(typically taking values between 2 and 4), and c is a constant.
For most practical scenarios, Di,j is much larger than Df ;
thus, (1) can be approximated as

Gi,j ≈ cD−α
i,j . (2)

For simplicity of presentation, we mainly use (2). We can also
express Gi,j as Gl where l ∈ E , t(l) = i, r(l) = j. In this
paper, after appropriately normalizing the transmission power,
which is sufcient for relative comparison, we will assume
that c = 1. The received signal is further corrupted by additive
white Gaussian noise (AWGN) with a normalized one-sided
power spectral density N0, assumed to be the same for all
receivers.

We consider the setting in which all transmit devices
are constrained by the same symbol-wise average transmit
power P and assume all devices transmit with power P
when transmitting. This assumption is justied by the fact
that, for low-power transceivers, local oscillators and bias
circuitry dominate energy consumption [14]. Moreover, the
radio frequency power amplier should mostly operate close
to its saturated power for the most energy efcient operation,

as this is when the power added efciency is largest [15].
Another observation in support of this assumption is that nodes
in wireless mesh networks are mostly immobile and connected
with abundant power supplies. We further assume that the
network is supplied with a nite bandwidth B (Hz) and dene
the network SNR as

ρ :=
P

N0B
. (3)

For link l ∈ E , we dene the SNR on link l as

ρl = ρGl, (4)

where Gl is the path-loss factor along the link. We dene
the spectral efciency RL for a path L as the bandwidth-
normalized end-to-end rate, i.e., RL = CL/B b/s/Hz, where
CL is the end-to-end achievable rate in bits per second given
a bandwidth constraint B along the path L [8].

C. Scheduling

In general, optimum scheduling in networks is NP-hard
[16]. To avoid the difculty of jointly optimizing routing and
scheduling, we rst assume the network operates with time
division multiple access (TDMA) without spatial reuse, i.e.,
each node transmits in its own unique time slot. For a network
with spatial reuse of bandwidth, it is important to design the
medium access control (MAC) layer judiciously to mitigate
interference. In this case, the interference stays approximately
constant over time, and our framework is directly applicable
by adding the interference to the noise. In Section VI-A, we
will discuss extensions of our routing schemes to a simple
scheduling scheme that allows for some spatial reuse.

III. OPTIMAL ROUTING

This section discusses selection of routing paths that max-
imize the end-to-end spectral efciency. The resulting opti-
mization problem and its solution depend on whether the
bandwidth or time slots can be optimally allocated across
links.

Given optimum bandwidth allocation among links, [9]
shows that the maximum spectral efciency along a route L
is

1∑
l∈L

1
log(1+ρl)

. (5)

Since the denominator of (5) is additive, we can use Bellman-
Ford or Dijkstra’s algorithms with a link metric of 1/ log(1+
ρl) to nd the route that maximizes the spectral efciency by
minimizing

∑
l(1/ log(1 + ρl)) [9]. We refer to such a rout-

ing scheme as optimal routing with bandwidth optimization
(ORBO). Although ORBO can be performed in a distributed
fashion, allocating bandwidth requires propagating the value
of (5) backwards to the nodes on the route [9]. As we will
see, ORBO is most benecial in the low SNR regime, where
the power spent in distributing this knowledge may not be
neglected. Another concern about bandwidth optimization is
the issue of fairness, as one node with a larger share of the
bandwidth might spend more energy than other nodes with a
smaller share of the bandwidth. For these reasons, the rest of
the paper focuses on the case of equal bandwidth sharing.
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Under the constraint of equal bandwidth sharing, the end-
to-end spectral efciency of a given path L is [17], [18]

RL = min
l∈L

1
|L| log(1 + ρl), (6)

where the factor 1/|L| results from the sharing of bandwidth
among relay links. For a path L, the signal quality is reected
by the worst link SNR ρ∗L = minl∈L ρl, and the bandwidth
use is characterized by inverse of the number of hops |L|.
The spectral efciency (6) increases as ρ∗L increases or |L|
decreases. However, for routes connecting a given source and
destination, if the number of links |L| increases (or decreases),
there are more (or less) relay nodes and ρ∗L is more likely
to increase (or decrease) due to shorter (longer) inter-relay
distances. This trade-off can be seen by comparing the nearest-
neighbor route and the single-hop route (the source directly
transmits to the destination) in a linear network. Among all
routes connecting a given source and destination, the nearest-
neighbor route has the largest ρ∗L but also the largest |L|.
On the other hand, single-hop has the smallest ρ∗L, but also
has the smallest |L|. Therefore, there is a trade-off between
physical layer parameters, i.e., signal quality and bandwidth
use, in selection of routes. The optimal routing scheme takes
this trade-off into account by providing a solution to the
optimization problem

max
L:t(L)=s,r(L)=d

min
l∈L

1
|L| log(1 + ρl), (7)

where nodes s and d form the desired source-destination pair.
Unfortunately, generalized Bellman-Ford and Dijkstra’s al-

gorithms cannot be used to solve (7), because the routing
metric (6) is neither isotonic nor monotone [19], [20]. In gen-
eral, the computation of the spectral efciency by (6) requires
global information about a path. Therefore, the problem in
(7) does not exhibit the structure that is necessary for the use
of dynamic programming methods [21]. The solution to (7)
can in principle be obtained by an exhaustive search method.
However, for a network with n relays, there are at least
2n−1 different reasonable routes connecting the source and
destination. This exponential growth makes exhaustive search
unrealistic in practice if the network has a moderate to large
number of relay nodes. More importantly, an exhaustive search
method is not amenable to distributed implementation. In the
following, Section IV and Section V provide two suboptimal
solutions to (7) that are more amenable to distributed imple-
mentation.

IV. APPROXIMATELY IDEAL PATH ROUTING (AIPR)

The motivation for our rst scheme is to approximate the
ideal regular path; we thus refer to this routing scheme as
the approximately ideal path routing (AIPR) scheme. AIPR
directly utilizes the Euclidean distance to select relays, and
thus differs from nth-nearest-neighbor routing schemes [22].

For a given source and destination, [8] suggests that in a
regular linear network there is an optimum number of hops
nopt. More specically, the number of links in an optimal
regular linear network satises [8]

noptR ≈ α + W(−αe−α)
ln 2

, (8)

destinationφ/2
φ/2

Dhop

source

relay

Fig. 1. Illustration of the rst step in AIPR.

where R is the path spectral efciency, and W(·) is the
principal branch of the Lambert W function [23]. Combining
(2), (6) and (8), we obtain the number of hops in an optimal
regular linear network given the network SNR ρ:

nopt ≈




(

2[α+W(−αe−α)]/ ln 2 − 1
ρ

)1/α




+

, (9)

where [·]+ rounds the operand to the nearest positive integer.
Assuming that the distance between the source and destination
Ds,d and the network SNR are known, the optimum inter-relay
distance Dhop is

Dhop = Ds,d/nopt. (10)

Thus, an optimum regular linear network connecting node s
and d consists of nopt hops with a per-hop distance Dhop.

The above discussion applies to networks in which both
the number and locations of relays can be designed. However,
such a regular linear path with an ideal inter-relay distance
most likely will not exist in more general network scenarios.
As an alternative, we propose the procedure as shown in
Algorithm 1 to nd a path approximating this ideal path
given that location information is available. The basic idea
is demonstrated in Fig. 1. Starting from the source, we look
for a relay node that lies within a distance Dhop and in the
right direction to the destination. If no such node is available,
Algorithm 1 increases the per-hop distance Dhop by δ. After
the source chooses its relay node, the source passes the value
of Dhop to the relay, which repeats the process of nding
its next relay node and passing the value of Dhop until the
destination is reached. The source is assumed to know Ds,d

in order to compute the initial value of Dhop. A transmit
node is assumed to know the destination location in order to
proceed in the right direction and to know location information
for at least neighboring nodes. To prevent the path from
going in the wrong direction in the two-dimensional plane,
the search for the relay is limited inside a sector originated
from the transmitter with a radius Dhop and with an angle
φ/2, 0 ≤ φ ≤ π of the axis to the destination as suggested in
[22].

In AIPR, a transmit node is assumed to know the destination
and neighboring nodes’ location information. In the following
section, we propose an alternative routing scheme that does
not rely on location information.
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Algorithm 1 AIPR
1: {Node s and d denotes the source and destination respec-

tively; Path[0...N ] is a sufciently large array with initial
value NULL and will contain the path; sect(a, b, r,φ/2)
denotes the sector originated from node a, with a radius
r and an angle φ/2 of the axis from the node a to b; δ is
the given step in increasing the inter-relay distance D.}

2: calculate Dhop based on (10);
3: ŝ = s; d̂ = NULL; Path[0] = s; n = 0; D = Dhop;
4: while d̂ "= d do
5: if No relay node lies in sect(ŝ, d, D,φ/2) then
6: D = D + δ;
7: else if node d lies in sect(ŝ, d, D,φ/2) then
8: d̂ = d; Path[n++] = d̂;
9: else

10: choose the relay node in sect(ŝ, d, D,φ/2) with the
largest distance from node ŝ, denote it as node d̂ and
Path[n++] = d̂; set ŝ = d̂.

11: end if
12: end while

V. DISTRIBUTED SPECTRUM-EFFICIENT ROUTING

(DSER)

The motivation for our second routing scheme, namely,
the distributed spectrum-efcient routing (DSER) scheme, is
to balance the trade-off between the power efciency and
bandwidth efciency, thus improving the spectral efciency.
More specically, the discussion in Section III suggests that
longer per-hop distances might result in power inefciency,
and shorter per-hop distances might result in bandwidth inef-
ciency. Thus, there is both a penalty and a reward, in terms
of spectral efciency, with the addition of intermediate relay
links. This motivates us to solve the following problem for a
spectrum-efcient route:

min
L:t(L)=s,r(L)=d

∑

l∈L

1 +
β

ρl
, (11)

where, as before, nodes s and d form the desired source-
destination pair, and β ≥ 0, referred to as the routing
coefcient, is a parameter that can be designed. Intuitively,
the additive constant 1 represents the penalty on bandwidth
efciency for additional hops; the factor 1/ρl characterizes
SNR gains by using links with short distances; and the
parameter β weights the impact of power and bandwidth. A
routing algorithm can use 1 + β/ρl as the link metric and
use the distributed Bellman-Ford or Dijkstra’s algorithms to
solve (11). As we will see, this routing scheme can offer
signicant gains in spectral efciency compared to nearest-
neighbor routing or single-hop. DSER does not depend on
the particular path-loss model in (2). In practice, the link
SNR can be directly measured by received signal strength
indicators (RSSI) available on most devices and fed back to
the transmitters.

A. Values of the Routing Coefcient

To determine the routing coefcient β, we note that (9)
provides the optimum number of hops nopt for the design

of a regular linear network. Now, if we assume that DSER is
used to design a regular linear network connecting a particular
source-destination pair with a unit distance and SNR ρ, the
objective function to be minimized becomes

f(|L|) = |L|
[
1 +

β|L|−α

ρ

]
. (12)

We relax |L| as a real number, differentiate (12) with respect
to |L| and set df(|L|)/d|L| = 0 to obtain an expression for
the optimum number of links |L|opt. By setting |L|opt = nopt,
we obtain

β =
eα+W(−αe−α) − 1

α − 1
. (13)

The routing coefcient determined by (13) is independent of
the network SNR and can be determined by the channel model.
Furthermore, in the range 1 < α ≤ 5, (13) can be very
accurately approximated as

β ≈ 2α. (14)

In Section VII we present simulation results to show that
DSER performs quite well using these approximations. It can
be observed from (14) that the value of the routing coefcient
increases drastically as the path loss exponent increases. This
suggests that the SNR gain of shorter hops is assigned a higher
weight as the path loss exponent increases. As a result, DSER
favors a route with a shorter per-hop distance to combat the
path loss when the path loss exponent is large.

We note that (13) is developed essentially assuming there
are an innite number of nodes and a continuum of locations
from which to choose. Moreover, our derivation has not fully
taken into account the effect of modulation, coding, queueing,
and so forth. Therefore, for an arbitrary network with a nite
number of nodes and practical communication schemes, the
value of β can be further tuned, e.g., for a specic network
geometry, network SNR, modulation format, and so forth, to
improve the spectral efciency of the DSER scheme.

B. Properties

From (11), it is straightforward to see that for a given
network, the route generated by DSER depends on the link
SNRs. In the high SNR regime, β/ρl ' 1, i.e., the cost
of sharing bandwidth among many links outweighs the SNR
gains of shorter inter-relay distances. Thus, the DSER route
will approach single-hop between the source and destination
in this regime. In the low SNR regime or the high path
loss exponent regime, β/ρl ( 1, i.e., the SNR gains of
shorter links outweigh the cost of sharing bandwidth. In such
scenarios, the performance of DSER will approach that of
nearest-neighbor routing. The discussion here agrees with
simulation results we will present in Section VII.

For the DSER scheme, the weight of a path L is W (L) =∑
l∈L 1 + β/ρl. For any paths L1, L2, L3, if W (L1) <

W (L2), we have both W (L1 ⊕ L3) < W (L2 ⊕ L3) and
W (L3 ⊕ L1) < W (L3 ⊕ L2), where L1 ⊕ L2 denotes the
concatenation of two paths L1 and L2. Thus, the DSER
metric is strictly isotonic [19]. Moreover, for any paths L1, L2,
we have W (L1) ≤ W (L1 ⊕ L2) if t(L2) = r(L1), i.e.,
the DSER metric is monotone [20]. It has been shown [19]
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that for link-state routing protocols, isotonicity of the path
weight function is a necessary and sufcient condition for
a generalized Dijkstra’s algorithm to yield optimal paths. If
the path weight function satises strict isotonicity, forwarding
decisions can be based only on independent local computation,
and the resulting path is loop free. For path vector routing
protocols, monotonicity of the path weight function implies
protocol convergence in every network, and isotonicity assures
convergence of algorithms to optimal paths [20]. Therefore,
the DSER scheme can be implemented in existing networks
with link-state or path vector routing protocols. Also, the path
metric of the DSER scheme is additive, meeting a standard
assumption of most existing implementations of Bellman-Ford
or Dijkstra’s algorithms [21]. Thus, DSER can be implemented
on top of existing wireless network routing protocols such
as DSR and AODV [5], [6]. By contrast, AIPR is not as
easy to incorporate into existing routing protocols. However,
as we will see, AIPR offers certain advantages in low SNR
regimes, thus is a good alternative for routing in wireless
sensor networks, where location information can be available
to sensor nodes.

VI. EXTENSIONS

A. Spatial Reuse

AIPR and DSER have so far been developed without taking
into account the effect of spatial reuse of bandwidth, i.e.,
without considering interference. However, it is worth noting
that the condition (8), which guides our design of AIPR and
DSER, turns out to be equivalent to, up to a factor of 2, the
condition for maximizing the intensity of transmission in an
interference-limited network [24]. In the context of [24], nopt

can be viewed as the number of orthogonal sub-bands and R
as the required spectral efciency on each link.

As indicated in Section II, joint design of routing and
scheduling can be difcult. For the purpose of illustrating
that our routing schemes can benet from spatial reuse, it
sufces to consider a separate design approach: apply the
routing scheme assuming no interference to obtain a route,
and then apply a scheduling algorithm to the selected route.
In particular, we consider modulo-K scheduling [8], also
called K-phase TDMA [25]: two links li, lj ∈ L can use
the same time slot if (i − j) mod K = 0 where mod is
the modulo operation. Note that we assume the transmission is
scheduled in the right order. The idea of modulo-K scheduling
is to limit the co-channel interference while reusing wireless
resources spatially. For each route, we choose an optimum
K that maximizes the path spectral efciency. Even though
allowing nodes to transmit with different levels of power might
improve the efciency of networks via power control, we only
consider the constant transmit power assumption as argued in
Section II-B. Note that both modulo-K scheduling and the
constant transmit power assumption are not optimal in general,
but they sufce to show that spatial reuse can improve the
spectral efciency of the DSER scheme. In Section VII, we
present simulation results showing that at low SNR the spectral
efciency of DSER with modulo-K scheduling is larger than
without spatial reuse.

Note that once a path L is determined, the spectral efciency
of the path with a modulo-K scheduling is given by

RL = min
l∈L

1
K

log(1 + γl), (15)

where K is the number of time slots needed for scheduling
and γl is the signal-to-interference-and-noise ratio (SINR) of
link l ∈ L, i.e.,

γl =
ρl

1 +
∑

{li:li∈L,li $=l,τ(li)=τ(l)}
ρGt(li),r(l)

, (16)

with τ(l) denoting the time slot used by link l.

B. Relation of DSER to Other Protocols

It turns out that DSER is related to several widely known
routing metrics. As we now show, by adjusting the routing
coefcient β, the DSER metric specializes to the minimal
hop-count metric or to the expected transmission count (ETX)
routing metric. These connections lend credibility and robust-
ness to DSER.

When β = 0, DSER reduces to minimal hop-count routing.
As demonstrated in [26], minimal hop-count routing is very
robust and provides good performance when network devices
are highly mobile. Thus, even though DSER is developed
assuming a relatively static network, it can still apply to a
highly mobile network by choosing β = 0.

With proper choice of β, the DSER metric can also approx-
imate the ETX routing metric [6], a well-known metric for im-
proving the throughput of wireless networks. To illustrate, we
consider a network with an independently identical distributed
(i.i.d) block Rayleigh fading model for each channel. Signals
also suffer path loss as described in Section II-B. The fading
coefcients are complex Gaussian random variables with zero
mean and unit variance. Each link l has a desired link data rate
R and uses automatic repeat-request (ARQ) until the message
is correctly received. Denoting the packet error rate for link l
as P e

l , the average number of transmissions for a packet on
a link is 1/(1 − P e

l ). To minimize the end-to-end delay, the
ETX scheme proposed in [6] aims to minimize the expected
total number of packet transmissions, i.e.,

min
L:t(L)=s,r(L)=d

∑

l∈L

1
1 − P e

l

. (17)

In terms of diversity-multiplexing trade-off, [27] shows that
the main error event causing packet losses is outage. Thus,
we approximate the packet loss rate by the outage probability,

P e
l = 1 − exp

[
−2R − 1

ρl

]
. (18)

Substituting (18) into (17), and making use of the approxima-
tion ex ≈ 1 + x for small x, i.e., small R or large ρl, (17)
becomes

min
L:t(L)=s,r(L)=d

∑

l∈L

1 +
2R − 1

ρl
, (19)

which is the same as (11) with

β = 2R − 1. (20)
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Fig. 2. Average spectral efciencies of different routing schemes for
uniformly random linear networks with 5 nodes and α = 4.

Thus, with a proper choice of β, the DSER metric approx-
imates the ETX routing metric for fading channels at high
SNR. Comparing (20) with (14), we note that for ETX in
the fading channel, the per-link data rate R assumes the role
that α held in (14). As the per-link data rate requirement R
increases, β increases, suggesting that the SNR gain provided
by a shorter per-hop distance becomes more important in
guaranteeing reliability.

VII. SIMULATION RESULTS

This section presents simulation results to compare spectral
efciencies of different routing schemes averaged over random
network realizations. Our simulations focus on uniformly
random networks. For a one-dimensional linear network, we
assume the source and destination are located at coordinates
(0, 0) and (1, 0), respectively, and the horizontal coordinates
of intermediate relay nodes are independent random variables
uniformly distributed between 0 and 1. For a two-dimensional
network, we assume the source and destination are located at
(0, 0) and (1, 1), respectively. The horizontal and vertical co-
ordinates of the potential relay nodes are independent random
variables uniformly distributed between 0 and 1. To estimate
average spectral efciency over the ensemble of random
networks, we take the mean over 104 network realizations. In
our simulations, the boundaries of the 95% condence interval
are within ±2% of the average value, assuming the spectral
efciency of a routing scheme is Gaussian distributed. Thus,
the condence interval is sufciently-small, allowing us to
compare routing schemes using these simulation statistics.

We also assume a path-loss model described in (1), taking
the path loss exponent α = 4 and the far-eld distance
Df = 10−3 unless specied otherwise. Motivated by the
approximation β ≈ 2α in Section V, the routing coefcient is
taken to be β = 16.

As two examples, Fig. 2 and 3 show the average spectral
efciency of different routing schemes including nearest-
neighbor routing, single-hop, AIPR, and DSER for uniformly
random linear networks with 5 and 9 nodes, respectively.
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Fig. 3. Average spectral efciencies of different routing schemes for
uniformly random linear networks with 9 nodes and α = 4.

To see more detail in the low SNR regimes, the horizontal
coordinate is taken as the ratio of the SNR and the average
spectral efciency, i.e., Eb/N0. In Fig. 2 and 3, the optimal
spectral efciency is obtained by an exhaustive search method
and is provided as a reference. It is clear that the performance
of single-hop only approaches the optimum performance in
the high SNR regime and suffers from a signicant loss in
spectral efciency in the low SNR regime. The performance of
nearest-neighbor routing approaches the optimal performance
in the low SNR regime, but degrades in the high SNR regime
due to its inefcient use of bandwidth. By contrast, one can
observe that the curves of the DSER scheme track the optimal
curves throughout the whole SNR regime. In particular, in
the moderate SNR regime, DSER offers signicant gains in
spectral efciency relative to AIPR, nearest-neighbor routing,
and single-hop. In particular, when Eb/N0 is around 0 dB,
the spectral efciency of the DSER scheme is up to twice
as large as those of nearest-neighbor routing and single-hop.
Thus, networks can benet signicantly in spectral efciency
from the use of DSER. DSER exhibits a drastic transition in
performance around Eb/N0 ≈ 5 dB. This is mainly due to the
round-off error in (9).

In random networks, AIPR suffers from a signicant per-
formance loss in the moderate SNR regime because it is
difcult to nd a regular linear path. However, AIPR performs
reasonably well in either the low SNR or the high SNR
regimes in our simulation. This is because at low SNR, AIPR
degenerates into nearest-neighbor routing. Hence, the impact
of path irregularity at low SNR is not as serious as at moderate
SNR. In the high SNR regime, AIPR degenerates to choosing
the direct link from the source to destination, which is the
optimum route. We stress that our simulation does not fully
consider the impact of fading, which might cause signicant
degradation in performance for AIPR.

Fig. 4 shows the average spectral efciencies of different
routing schemes in a two-dimensional random network with
9 nodes. Note that the nearest-neighbor routing in Fig. 4
selects its nearest neighbor that lies within an angle φ/2

Authorized licensed use limited to: UNIVERSITY NOTRE DAME. Downloaded on January 13, 2009 at 18:57 from IEEE Xplore.  Restrictions apply.



CHEN et al.: DISTRIBUTED SPECTRUM-EFFICIENT ROUTING ALGORITHMS IN WIRELESS NETWORKS 5303

!15 !10 !5 0 5 10 15
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

E
b
/N

0
 (dB)

A
ve

ra
ge

 S
pe

ct
ra

l E
ffi

ci
en

cy
 (b

/s
/H

z)
Nearest
Single!Hop
Optimal
DSER
AIPR

Fig. 4. Average spectral efciencies of different routing schemes for 2-D
random networks with 9 nodes, α = 4 and φ = π/2.

(a) DSER: ρ = −20 db, 5 hops

(b) AIPR: ρ = −20 db, 3 hops

(c) DSER: ρ = 0 db, 3 hops

(d) AIPR: ρ = 0 db, 3 hops

(e) DSER: ρ = 20 db, 1 hop

(f) AIPR: ρ = 20 db, 1 hop

Fig. 5. Sample DSER paths in a linear network.

of the line from the source to destination, i.e., Strategy A
in [22]. We choose φ = π/2. Compared to the case of
one-dimensional random networks, the performance of DSER
in two-dimensional random networks degrades in the low
SNR regime. This could be explained by the fact that DSER
does not require its relay node to lie within angle φ/2 of
the line from source to destination, i.e., DSER does not
require location information even in two-dimensional random
networks. In contrast, both nearest-neighbor routing and AIPR
require location information in two-dimensional networks.
Other than this difference, most other observations from one-
dimensional networks carry over to two-dimensional networks.
Thus, in the remainder, we will only focus on the results from
the one-dimensional case with the understanding that these
observations carry over to the two-dimensional networks.

Fig. 5 shows how DSER and AIPR adapt to different
network SNRs, choosing different paths in a sample linear
random network with 8 nodes. Note that based on (9), the
optimum hop number of an optimum regular linear path for the
network SNR of -20, 0 and 20 dB is 8, 3 and 1, respectively.
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Fig. 6. Average spectral efciencies of the optimal routing with bandwidth
optimization (ORBO) and DSER for uniformly random linear networks with
5 nodes and α = 4.

As shown in Fig. 5, DSER and AIPR choose paths with shorter
hops when SNR is low. As the SNR increases, they tend to
choose paths with longer inter-relay distance. Paths selected
by AIPR and DSER are not necessarily the same. In particular,
Fig. 5 shows that, relative to DSER, AIPR can choose a more
balanced route at low SNR due to its utilization of location
information. This observation is in line with our previous
observation that AIPR can provide better performance at low
SNR. Together with Fig. 3 and 4, Fig. 5 demonstrates that
DSER and AIPR adapt to changes of the network SNR as we
expected.

Fig. 6 compares the performance of DSER with that of
optimal routing with bandwidth optimization (ORBO). The
spectral efciency improves for ORBO mainly in the low SNR
regime. However, as the network SNR increases, the benet
of bandwidth optimization decreases and eventually vanishes.
This is because at high SNR, ORBO corresponds to single-
hop, which is also the case for DSER.

Fig. 7 show the average spectral efciency as a function of
the path-loss exponent for uniformly random linear networks
with 9 nodes and network SNR of -40 and 20 dB. It might
seem counter-intuitive that the average spectral efciency
grows as the path-loss exponent increases. However, this is
because our network SNR is end-to-end normalized SNR.
Thus, as the path-loss exponent increases, the effective link
SNRs on intermediate links increases as well. From Fig. 7,
when the network SNR is high, the impact of different
path loss exponents on routing schemes decreases. When the
network SNR is small, relative to single-hop, routing schemes
with multi-hop relaying benet signicantly from the high
path loss exponent.

Fig. 8 shows that even though DSER and AIPR are pro-
posed assuming TDMA without spatial reuse, a modulo-K
scheduling can further improve their performance at low SNR.
Moreover, we observe that in the high SNR regime, there is
not much to gain from spatial reuse, as single-hop between the
source and destination is optimal. Note that in the simulation,
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Fig. 7. Average spectral efciencies as a function of path-loss exponent. for
uniformly random linear networks with 9 nodes.
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Fig. 8. Average spectral efciencies versus network SNR for uniformly
random linear networks with 9 nodes and α = 4. The dashed lines correspond
to TDMA without spatial reuse and the solid lines correspond to modulo-K
scheduling. For each selected route, K is chosen to maximize the path spectral
efciency.

for each selected route, we choose the optimum K that
maximizes the path spectral efciency.

VIII. CONCLUSION

This paper studies end-to-end spectral efciencies of differ-
ent wireless routing schemes. This paper’s main contribution is
to introduce two suboptimal solutions, namely, approximately
ideal path routing (AIPR) and distributed spectrum-efcient
routing (DSER), to the problem of nding routes with high
spectral efciency. AIPR is a location-assisted routing scheme.
DSER can be based upon local link quality estimates, can be
implemented using standard Bellman-Ford or Dijkstra’s algo-
rithms, and can be integrated into existing network protocols.
Furthermore, the performance of DSER and AIPR is close to
that of nearest-neighbor routing and that of minimum hop-
count routing in the low and high SNR regimes, respectively.

In the moderate SNR regime, DSER provides signicant gains
in spectral efciency compared with both nearest-neighbor
routing and minimum hop-count routing.
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