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Abstract—This paper investigates the correlations between
traffic statistics and channel qualities and their impact on the
performance of multihop networks. The physical channel is char-
acterized by the probability ps of successful reception, which
depends on the multiple access interference (MAI). Since a node
contributes to interference only if it has a nonempty buffer upon
being scheduled, the MAI is determined not only by the media-
access-control (MAC) scheme but also by the traffic statistics.
Therefore, the physical channel performance is intertwined with
both the MAC scheme and the traffic statistics. We discuss the
autocorrelation in the channels themselves and the cross correla-
tion between the channel and traffic rates and derive closed-form
expressions for the network throughput and capacity for m-phase
time division multiple access (TDMA) and slotted ALOHA. We
also find that, in addition to the traffic rate, the traffic burstiness
and correlation have a significant influence on ps. For smooth
traffic, even without the MAC control, the traffic correlation could
induce optimal spatial reuse like TDMA without the overhead
of establishing and maintaining the frame structure. For bursty
traffic, we propose an approach that employs a packet dropping
policy and takes advantage of the traffic correlation to form a
similar natural spacing as for smooth traffic.

Index Terms—Access protocols, fading channels, mobile
communication, multiaccess communication, Rayleigh channels,
time division multiple access (TDMA).

I. INTRODUCTION

MOBILE multihop networks have a broad range of appli-
cations in ad hoc, multihop cellular, mesh, and vehicular

networks. A characteristic issue in multihop networks is that
multiple layers closely interact with one another. Hence, a
cross-layer analysis is required. This paper studies the interac-
tion between the physical layer, the MAC layer, and the traffic
statistics. The physical channel is characterized by the prob-
ability ps of successful reception. In interference-limited net-
works, ps is determined by the received signal-to-interference
ratio (SIR), where the interference is referred to as multiple
access interference (MAI) and depends on the multiple access
protocol [1]. In the saturation state of the network, i.e., the
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state where all nodes are always backlogged, the MAI solely
depends on the MAC scheme. However, the saturation state
could result in infinite backlogs and make networks unstable.
Practical networks are nonsaturated. The nonbacklogged nodes
do not transmit and interfere when they are scheduled. Then,
the MAI is not only MAC-dependent but also coupled with the
node buffer occupancy, which depends on the arrival process
(traffic) and the service process (channel). In wireless multihop
networks, the two processes are both autocorrelated and cross
correlated with each other.

The autocorrelation in the arrival processes is caused by the
multihop transmissions. Since a flow is usually relayed over
several hops, and the arrival is the aggregation of the relayed
flows and the local flow generated at the node, the arrival
processes to each node are correlated, even if all source flows
are independently generated. We refer to this correlation as
the traffic correlation, which involves many factors such as the
channel quality, the MAC scheme, and the buffer occupancy.
The autocorrelation in the service processes and the cross
correlation between the arrival and service processes are mainly
caused by the MAI. Through a study of these correlations,
this paper not only reveals the interaction between the physical
layer, the MAC layer, and the traffic statistics but also investi-
gates how the three factors interact with each other and how the
correlations affect the network throughput and delay.

A. Previous Work

Most previous cross-layer studies between the physical and
MAC layers assumed saturated networks and did not con-
sider the traffic statistics. Toumpis and Goldsmith [2] showed
that by combining the MAC scheme with power control, the
throughput can be improved. In [3]–[5], the MAI power and
the probability ps are explicitly derived for ALOHA and time
division multiple access (TDMA) over lognormal and Rayleigh
fading channels in saturated networks. In the saturated state, to
guarantee stability, a special traffic-generation model is used
such that new packets are generated only when the buffer
becomes empty. This model is simplified and unrealistic since
traffic generation is governed by the application layer and not
by the physical or the MAC layer. Practical stable networks can-
not be saturated, and the nodes cannot be always backlogged.
The accurate calculation of ps should eliminate the impact of
the nonbacklogged nodes from the MAI and, thus, involves the
traffic characteristics.

The other simplification made in previous work is regarding
the traffic correlation. It is usually assumed that the arrivals in
the network are independent, which, however, hardly holds in
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multihop networks due to the presence of the relayed flows.
The node buffer occupancies under correlated and independent
flows could be quite different, even in a simple two-node
network [6].

The node buffer occupancy is also affected by the service
process. The service process depends on both the channel rate
and the MAC schemes. In contention-based MAC schemes
(ALOHA, CSMA, IEEE 802.11 MAC, etc.) [7], the trans-
mission decision is made only when the node has packets.
In contention-free MAC schemes (TDMA, frequency divi-
sion multiple access, and code division multiple access), the
transmission order is predetermined, regardless of the buffers.
However, the scheduled nodes with empty buffers certainly
do not interfere. The saturation state represents an extreme
case that overestimates the cumulated interference and leads
to very loose performance bounds. The network may severely
underutilize the scarce wireless resources.

Interference is measured using different models. Some pro-
posed MAC schemes are evaluated with an oversimplified
circular step-function model, which is often referred to as “disk
model” [8], in which the probability ps is either zero or one,
purely depending on the distance between the transmitters and
the receiver. The transmission is regarded to fail if there are
transmissions other than the desired one in the (fixed) disk
where the receiver is at the origin. However, in practice, the
transmission range is time and location varying. Moreover, with
a high SIR, even if there is nonzero interference, the node can
recover the date, which is referred to as capture property of
wireless channels. This property is characterized by the more
practical “physical” or “capture model” [3], [4], in which ps is
a function of the received SIR. In this paper, we use the capture
model.

TDMA [9] and ALOHA [10] are two typical MAC schemes.
The former schedules the optimal transmission order and
achieves high throughput in heavy traffic. In multihop networks,
TDMA not only favors spatial reuse but also provides fast
forwarding of packets [11], [12]. However, TDMA is not prac-
tical in many mobile multihop networks. The latter is simple
and practical but has low throughput for heavy traffic since
the random and independent transmission pattern unavoidably
causes collisions. Many wireless MAC schemes seek a good
balance between the TDMA and the ALOHA. For example,
in the reservation-based MAC schemes (MACA [13], IEEE
802.11 MAC, and DBTMA [14]), control and data packets
are transmitted on two separate channels. Nodes compete for
the control channel in an ALOHA-based fashion for resource
reservation, while the successful nodes transmit on the data
channel in a TDMA fashion.

However, most of the current MAC schemes are designed
for single-hop networks and do not result in optimum trans-
mission patterns in multihop networks [7], [15]. In [16], a
multihop TDMA-based reservation MAC protocol is developed
for constant-bit-rate (CBR) traffic; the multihop network is
partitioned into clusters, each of which is assigned a distinct
frame. Collisions are avoided, but spatial reuse is excluded;
therefore, the scheme is not scalable. In [17] and [18], spatial
reuse is exploited, but the channel is characterized by the disk
model. Saligrama and Starobinski [19] discussed the correlation

in the channels inherited from the multihop topology for a
two-node network. The channel quality of the downstream
node is worse with the upstream node transmission than with
the upstream node idle. However, the correlation is simply
expressed by a predetermined constant, whose calculation is not
specified in [19]. Little attention has been paid to other correla-
tions incurred by the multihop topology, particularly the traffic
correlation.

B. Our Contributions

Our main contribution is the investigation of the correlations
in mobile multihop networks and their impact on the network
performance. Three types of correlations are studied, namely,
the autocorrelation in channels, the cross correlation between
traffic and channels, and the traffic correlation, through the node
buffer occupancy. Since the node busy probability is MAC-
and traffic-dependent, we consider two typical MAC schemes,
namely, the m-phase TDMA and the slotted ALOHA, and
three frequently used traffic models, namely, CBR for voice
applications, ON–OFF for data applications, and memoryless
Bernoulli processes. Closed-form expressions for the network
throughput and capacity are derived. Simulation results are
provided to compare ps for different MAC schemes and traffic
models.

Our study shows that the traffic correlation plays a distinct
role in ALOHA. Counterintuitively, for smooth traffic like CBR
and light bursty ON–OFF traffic, increasing the access probabil-
ity to have more nodes that transmit simultaneously does not
necessarily degenerate the channel performance, as expected.
Instead, the traffic correlation induces optimal spatial reuse in
the form of an almost equal spacing between the transmitting
nodes so that the throughput is enhanced. For bursty traffic, with
a simple packet dropping policy, a similar spacing is induced
as for smooth traffic. Then, we analyze the corresponding
throughput and packet loss rate, which provides insight on how
to achieve a tradeoff between reliability, throughput, and delay.

The rest of this paper is organized as follows. Section II
presents the calculation of ps over Rayleigh fading channels
and reveals its interaction with the traffic statistics and the
MAC schemes. The impact of the correlations on TDMA
and ALOHA is studied in Sections III and IV, respectively.
In Section V, the performance of networks with non-CBR
traffic is analyzed when a packet dropping policy is employed.
Concluding remarks are provided in Section VI.

II. INTERACTION BETWEEN CHANNEL,
MAC, AND TRAFFIC

In certain wireless networks such as vehicular or sensor
networks, the topology is quite likely to be regular, like a square
grid [Fig. 1(a)] or a regular line [Fig. 1(b)]. Small changes in the
distances between nodes are overshadowed by fading. Hence,
it is reasonable to assume fixed distances when the channel
is modeled as block fading. The transmission is successful
with probability ps [20], and we assume immediate feedback
on transmission success. To guarantee 100% reliability, failed
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Fig. 1. Regular wireless multihop networks. (a) Manhattan street network.
(b) Vehicular line network.

packets will be retransmitted until being correctly received. The
time is slotted to one packet transmission duration.

The multihop network [Fig. 1(b)] is composed of N nodes.
Denote node i by ni. Each node independently generates a flow
si(t) of fixed-length packets with an average rate ri in packets
per second. The arrival to ni is denoted as ai(t), which is an
aggregation of the relayed flows and the local flow. The arrival
rate is λi =

∑

k∈Ri
rk, where Ri is the set of source nodes

whose flows traverse ni. The network throughput and capacity
are defined as follows.
Definition 2.1: The network throughput λmax is the maxi-

mum arrival rate that can be accommodated by the network for
a given MAC scheme with a specific MAC parameter.
Definition 2.2: The network capacity λC is the maximum

arrival rate that can be achieved for a given family of MAC
schemes, i.e., maximized over the parameters of that family.
Hence, the throughput depends on the MAC parameter (e.g.,
the access probability pm in ALOHA or the reuse parameter m
in the m-phase TDMA), while the capacity λC = max{λmax}
is obtained by maximizing λmax over the MAC parameter.

Assume equal distances between neighboring nodes and
equal transmit powers P . Using the shortest path first routing
protocol, the receiver of ni is ni+1. Given a path loss exponent
α, in Rayleigh fading channels, the received power is expo-
nentially distributed with mean Pd−α

i , where di is the distance
between ni and its receiver. For interference-limited networks
such as vehicular networks, the transmit energy consumption
is not critical so that the noise power can be ignored. The
transmission is successful if the received SIR is greater than
a threshold Θ, which is determined by the communication
hardware and the modulation and coding scheme. According
to Mathar and Mattfeldt [4], and Haenggi [5], the success
probability ps,i for ni is

ps,i = P{SIRi > Θ} =
∏

k∈Ii



1 − pt(k, i)

1 +
(

dk,i

di

)α
/Θ



 (1)

where Ii is the interference set consisting of all potential
interferers of ni, and dk,i is the distance between the interferer
nk and the receiver of ni. When ni is transmitting, the interferer
nk transmits with the effective transmit probability pt(k, i) ∆=
pm,kpb(k, i), where pm,k is the MAC-dependent access proba-
bility of nk, and pb(k, i) ≤ 1 is the conditional busy probability
of nk, given that ni is transmitting. As a conditional probability,
pb(k, i) measures the correlation between nk and ni.

In the saturated networks, pb(k, i) ≡ 1, and pt(k, i) is sim-
plified to pt(k, i) = pm,k so that the correlation between nk and
ni can be ignored. The saturation state is a special case which
not only eliminates the correlation between nk and ni but also
overestimates the cumulated interference and leads to a very
conservative ps,i, particularly when pb(k, i) % 1. In practice,
the simplification pb(k, i) ≡ 1 is not appropriate.

In order to explain how ni and nk are correlated, we consider
a simple two-node tandem network in Fig. 2, where i = 1,
and k = 2. The channel can be regarded as a time-varying
demultiplexer that forwards the packets to the following node
with probability ps,i(t) while returning the packets to the buffer
for retransmission with probability 1 − ps,i(t). Given the MAC
control parameter pm,i, at any time slot, the busy node suc-
cessfully transmits a packet with probability pm,ips,i(t). Then,
the buffer occupancy Bi(t) is Bi(t) = Bi(t − 1) + ai(t) −
1{Bi(t−1)} with probability pm,ips,i(t). Otherwise, Bi(t) =
Bi(t − 1) + ai(t). Here, 1{Bi(t−1)} = 1 if Bi(t − 1) > 0; oth-
erwise, 1{Bi(t−1)} = 0. The arrival process ai(t) is composed
of two parts, namely, the local flow si(t) and the relayed
flow di−1(t), which is the output of ni−1. The failed packets
are directed to the buffer head and, thus, do not change the
buffer size. The service rates ps,1(t) and ps,2(t) synchronously
change. For instance, if ps,k(t) increases, the buffer Bk(t) will
be cleared more quickly, and pb(k, i) will decrease. Based on
(1), a decreasing pb(k, i) results in an increase of ps,i and
vice versa. This positive correlation is very similar to the self-
clocking property in TCP [21]. Therefore, the demultiplexers of
nk and ni are connected by a self-clocking controller in Fig. 2.
Similarly, an increase of the arrival rate λk [or ak(t)] will result
in an increase of Bk(t). Then, pb(k, i) increases, and in turn,
ps,i decreases.

In addition to the autocorrelation in the channel qualities
ps,i(t) and the cross correlation between the arrival ai(t) (or
λi) and channel qualities ps,i(t), there is another correlation in
the network, which is induced by the multihop topology. The
arrivals ai(t) and ak(t) = sk(t) + di(t) are correlated through
di(t), which originates from ai(t). The correlation level de-
pends on the similarity between di(t) and ai(t) and the fraction
of di(t) in the arrival process ak(t).

For a tractable analysis, we consider two extreme cases,
namely, local traffic only and relayed traffic only. In the first
case, there is no relayed traffic, so di(t) ≡ 0, ak(t) = sk(t),
and λk = rk, and the arrival processes are independent. In the
second case, there is no local traffic (except for the single source
node), so sk(t) ≡ 0(k &= 1). In 1-D networks [Figs. 1(b) and 2],
a1(t) = s1(t), ak(t) = di(t), and λk = r1, and the arrival
processes are completely correlated. The two cases provide
upper and lower bounds for other correlation levels. For a fair
comparison of the two cases, we set the rate ri = λ.
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Fig. 2. Two-node tandem network. Each server directs the traffic flow to its downstream neighbor with probability ps,i(t) and returns the packets to the head of
the buffer with probability 1 − ps,i(t). The servers are connected by a self-clocking controller.

The buffer occupancy Bi(t) and the corresponding busy
probability pb(k, i) are affected by the arrival processes and the
channel qualities. Since the channel qualities cannot directly
be controlled, we explore how the traffic flow si(t) affects
the conditional probability pb(k, i). For comparison, we also
consider the unconditional busy probability ρk (the traffic in-
tensity), which is defined by queueing theory as the ratio of the
arrival rate to the service rate. The impact of the traffic statistics
is reflected by the ratio of pb(k, i) to ρk in the presence of the
aforementioned correlations.

1) Arrival rate, which determines the traffic intensity. If
ρk → 1, nk becomes saturated and is always busy when-
ever ni is transmitting, i.e., pb(k, i) → ρk ≈ 1.

2) Traffic burstiness [22]. In Fig. 2, if packets arrive in
batches at n1, the buffer B1(t) is nonempty after one
packet is delivered to n2. At the following time, neither
B1(t) nor B2(t) is empty even if n2 itself does not gener-
ate packets, implying a high pb(k, i). On the other hand,
if the packet arrivals are separated by a nonzero interval,
this phenomenon rarely happens since B1(t) becomes
empty after the packet is delivered to n2. Therefore,
pb(k, i) is small.

To distinguish the impact of traffic burstiness, we consider three
typical traffic models, namely, CBR, ON–OFF, and Bernoulli.
In CBR, the packet interarrival time is a constant R = 1/λ.
In ON–OFF, the arrival process is modulated by a two-state
Markov chain that alternates between ON (1) and OFF (0)
states. A packet is generated only when the Markov chain
is in state ON. The transition probabilities between ON and
OFF are a01 and a10, respectively. This model generates a
stream of correlated bursts and silent periods, both of which are
geometrically distributed in length with a mean burst of length
1/a10 and average rate r = a01/(a10 + a01). Bernoulli is a
special ON–OFF model with a01 + a10 = 1 so that the generated
burst and silent periods are independent.

Because of the correlation between Bi(t) and Bk(t), gener-
ally pb(k, i) &= ρk. However, if the correlation decreases, then
pb(k, i) ≈ ρk. In the 1-D network, the set of tandem nodes
can be regarded as a Markov chain. Intuitively, the correlation
will diminish if nk and ni are far away from each other.
Since the distance between the transmitter and its interferers
is determined by the MAC scheme, we investigate two typical

MAC schemes, namely, the m-phase TDMA and the slotted
ALOHA, in the following sections.

III. m-PHASE TDMA

In the m-phase TDMA [9], every node is allocated to trans-
mit once in m time slots, which is defined as one frame. In mul-
tihop networks like the 1-D network [Fig. 1(b)], the nodes that
are m hops apart can transmit simultaneously to achieve spatial
reuse. Then, the interferers are lm(l = 1, 2, . . .) hops away
from the transmitter ni and have access probability pm,k = 1.
The distance from the interferer nk to the receiver is dk,i/di =
lm + 1 if nk is on the left side of ni+1, which is referred to
as a left interferer, and dk,i/di = lm − 1 if nk is on the right
side of ni+1, which is referred to as a right interferer. With m
chosen appropriately, the interferers {nk} and transmitter ni are
far away. Then, it is reasonable to approximate pb(k, i) ≈ ρk.
In [23], at the frame level, ρk is derived as ρk = mλ/ps,k, in
which the arrival rate λ is multiplied by a factor m to account
for the packet accumulation in one frame of m slots. Based on
(1), we have

ps,i =
∏

k∈Ii

(

1 − mλ

ps,k (1 + (lm ± 1)α/Θ)

)

(2)

where Ii = {k|(k mod m) = (i mod m)}, and dk/di = lm ±
1. The positive correlation in the channel qualities {ps,i, ps,k}
and the negative correlation between the channel quality ps,i

and the arrival rate λ are explicitly revealed in (2), which per-
mits the calculation of the corresponding network throughput
and capacity.

A. Network Throughput and Capacity

The network throughput is determined by the max-flow min-
cut. Assume that the worst channel quality is psL. The network
traffic distribution can be classified into heterogeneous and
homogeneous, which is distinguished by whether the arrival
rates at each node are identical or not. For the homogeneous
traffic distribution, λi = λk = λ, and the network throughput
and capacity are calculated when λ = maxi{λi}. Thus, psL

occurs at the center nodes that have approximately the same
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Fig. 3. Comparison of the worst channel quality psL in the nonsaturated (9) and saturated (10) TDMA line networks with Θ = 10 and m = 4. (a) α = 3.
(b) α = 4.

number of right and left interferers, which is denoted by K,
where

K =

⌈

)N
m*
2

⌉

− 1. (3)

By replacing ps,k ≥ psL into (2), we approximate psL as
follows:

psL ≤
∏

l∈I

(

1 − mλ

psL(1 + lα/Θ)

)

≈ 1 − mλ

psL

∑

l∈I

1
1 + lα/Θ

(4)

! 1 − 2mλ

psL

K
∑

l=1

1
1 + (lm)α/Θ

(5)

≈ 1 − 2mλ

psL

K+0.5∫

0.5

Θ
Θ + (mx)α

dx

︸ ︷︷ ︸

g(m,Θ,α)

(6)

where I = {lm+1}K
l=1

⋃

{lm − 1}K
l=1. In practice, Θ≈ 10 dB,

which guarantees 1/(1 + (lm ± 1)α/Θ) % 1 and allows us to
approximate the product by the sum in (4) [24]. The approxi-
mation in (5) uses the convexity of the function 1/(1 + xα/Θ).
Since m−α is very small, the sum is approximated by an integral
g(m,Θ,α). For integer α, there exists a closed-form solution.
For other values, it can numerically be calculated.

For heterogeneous traffic distribution, λi &= λj . A simple
example is that every node generates a traffic flow of identical
rate ri ≡ r. In the line network, λi = ir, and λ = Nr. Let L
denote the index of the node where psL occurs. Then

L = Km + Rem
(

N

m

)

, N = L + (K − 1)m.

A similar calculation as in (6) yields the upper bound (replacing
λ by (L − lm)r and (L + lm)r for the distance lm + 1 and

lm − 1, respectively)

psL ! 1 − mλ

psL

K
∑

l=1

1
1 + (lm)α/Θ

≈ 1 − mλ

psL
g(m,Θ,α). (7)

Apparently, the obtained psL is greater than that obtained for the
homogeneous traffic distribution. Since the network throughput
and capacity are determined by the worst-case scenario, they
are studied based on the homogeneous traffic distribution (6).

Note that, in (6), g(m,Θ,α) ≥ 0 monotonically decreases
with m and α, and increases with Θ. Rewrite (6) as a quadratic
equation of psL, and solve psL as

psL ≈ 1
2

(

1 ±
√

1 − 8mλg(m,Θ,α)
)

. (8)

A meaningful psL should satisfy psL > 0.5. Therefore, we
eliminate the solution with the minus sign in (8). To obtain
real solutions for psL, 8mλg(m,Θ,α) < 1, which can be used
as a constraint to design the network altogether with the fun-
damental stability condition ρ = mλ/psL < 1. In particular,
for α = 2, the integral can be expressed in closed form. For
K → ∞, it is simplified to

psL ≈ 1
2

+

√

1
4
− 2

√
Θλ

(
π

2
− arctan

(
m

2
√
Θ

))

. (9)

Note that if Θ = 0 or m → ∞, g(m,Θ,α) = 0 and, thus,
psL = 1, as expected. The dependence of psL on the arrival rate
λ and the MAC parameter m is clearly displayed in (8) and (9).
The inclusion of λ distinguishes our analysis (8) from previous
work [3]–[5] for saturated networks. As a comparison, consider
the worst channel quality in saturated networks and denote it by
pF
sL for full load. By plugging pb(k, i) ≡ 1 into (2), we have

pF
sL ≈ 1 − 2g(m,Θ,α). (10)

Fig. 3 compares psL and pF
sL, for Θ = 10, and m = 4. Appar-

ently, pF
sL is independent of λ and is a constant for fixed Θ

and α. The channel quality in the nonsaturated state is better
than in the saturated state, particularly when the arrival rate
is low. Accordingly, the Quality of Service (QoS), like buffer
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Fig. 4. Network throughput λmax as a function of TDMA parameter m in a line network with Θ = 10. (a) α = 3. (b) α = 4.

Fig. 5. Network capacity λC of TDMA line networks. (a) λC. (b) m∗.

occupancy and packet delay, can more easily be guaranteed than
in the saturated state.

The network throughput is derived from the stability con-
dition, i.e., the traffic intensity should be smaller than one
(mλ/psL < 1). Based on (8), λ should satisfy the following
condition:

2mλ < 1 +
√

1 − 8mλg(m,Θ,α). (11)

The maximum rate λmax is

λmax =
1 − 2g(m,Θ,α)

m
. (12)

Numerical results (Fig. 4, where Θ = 10) show that λmax is a
concave function of m. Increasing m will decrease the potential
interference and improve the channel capacity psL. However, it
also reduces spatial reuse and potentially decreases the network
throughput. There is a tradeoff, and our analysis provides the
optimum value of m to achieve the best tradeoff.

If λ = λmax, the network will be saturated. In other words,
λmax can be calculated by directly applying pF

sL (10) for the
saturated network to mλ/pF

sL < 1. Since λmax is concave with
respect to m, the network capacity λC = maxm{λmax} is
obtained by differentiating λmax over m and equating to zero

1 − 2g(m,Θ,α) + 2mg′m(m,Θ,α) = 0 (13)

we obtain the optimum value mopt ∈ R that achieves λC. In
practice, the optimum value m∗ ∈ N should be integer, so m∗ =

0mopt*. Based on (12)

λC =
1 − 2g(m∗,Θ,α)

m∗

= −2g′m(m∗,Θ,α) ≤ 1
m∗ . (14)

Since g(m,Θ,α) is nonnegative, the network capacity cannot
exceed 1/m∗. For instance, given that Θ = 10 and α = 4,
Fig. 4(b) shows that m∗ = 4. In Fig. 5, it is confirmed that λC ≈
0.2 < 1/m∗. The capacity λC is monotonically decreasing with
Θ because a higher SIR threshold Θ restricts spatial reuse and,
thus, results in lower capacity.

B. Simulation Results

Throughout this paper, simulation results were obtained us-
ing MATLAB for the line network [Fig. 1(b)] with N = 15
nodes. All channels are subject to block Rayleigh fading. Path
loss exponents α range between two and five. Arrival rates are
set to be λ in packets per second. Three traffic models, namely,
CBR, ON–OFF, and Bernoulli, are simulated.

In TDMA, the correlation between ni and its interferer nk is
small enough to be negligible if m is large, for example, m > 4.
Then, it is reasonable to approximate pb(k, i) ≈ ρk. The traffic
burstiness and correlation mainly affect pb(k, i), which, if being
approximated by ρk, will be dependent only on the traffic rate.
Consequently, it is expected that, with an increasing m, the
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Fig. 6. Channel quality psL in TDMA networks with CBR traffic and α = 4, Θ = 10. (a) Comparison of the analysis and simulations. (b) Comparison of
simulated psL for independent and correlated traffic flows.

Fig. 7. Impact of traffic burstiness in TDMA networks with α = 4 and Θ = 10. (a) Independent traffic flows. (b) Dependent traffic flows.

traffic burstiness and correlation would cause small difference
in the channel qualities.

First, Fig. 6(b) confirms that the impact of the traffic cor-
relation does become negligible as m increases. The channels
behave similarly, regardless of whether the traffic flows are
correlated or independent. Second, in Fig. 7, we can see that
traffic burstiness has almost no influence on psL when the traffic
flows are independent. Even though there exists a difference in
psL when traffic flows are correlated, it is less visible with larger
m (e.g., m = 5). Therefore, the approximation pb(k, i) ≈ ρk

is quite tight for the analysis of psL, throughput λmax, and
capacity λC. As a matter of fact, Fig. 6(a) verifies that our
analysis of psL (8) is accurate when the traffic flows are
independent.

If m is small, the correlation between nk and ni cannot be
ignored, and the channels behave differently under different
models, particularly with correlated traffic. For instance, with
correlated flows, in Fig. 6(a) with m = 3, the channel quality
psL is substantially improved when traffic is light, for example,
λ < 0.15. Moreover, the impact of traffic burstiness becomes
more visible [Fig. 7(b)]. Here, light and heavy bursty ON–OFF

processes are defined based on the burst size. Set 1/(1 − λ) (the
burst size of Bernoulli traffic) as the standard burst size. Light
ON–OFF traffic has a burst size of (1/(1 − λ) − (1 − λ))/2,
while heavy ON–OFF traffic has a burst size of λ/2. More bursty

traffic results in a higher pb(k, i) and a lower channel quality
psL than smooth traffic [Fig. 7(b)]: the heavier the burstiness,
the worse the channel.

Note that the impact of traffic burstiness and correlation is
overshadowed by the arrival rate. When the rate λ increases, the
channel quality psL decreases to the same value, regardless of
traffic burstiness and correlations. In summary, the correlation
between two nodes nk and ni depends on four factors in de-
creasing order of relevance: 1) distance m between nk and ni;
2) traffic rate λ; 3) traffic correlation; and 4) traffic burstiness.

IV. SLOTTED ALOHA

In ALOHA [10], each node ni independently transmits with
access probability pm,i when it has packets. For simplicity, we
assume that pm,i = pm throughout this section. ALOHA with
pm = 1 is a special case of TDMA with m = 1. Therefore, the
interference set Ii = {k|k &= i} includes the very close neigh-
bors of transmitter ni, e.g., ni+1 and ni−1. The distance be-
tween the transmitter and the interferers is too small to neglect
the correlation between them as in TDMA. It is quite difficult to
derive the correlations. Therefore, ALOHA is studied through
simulation results.

In TDMA, we have proved that the network throughput
and capacity can be calculated as if the network were in the



XIE AND HAENGGI: STUDY OF THE CORRELATIONS BETWEEN CHANNEL AND TRAFFIC STATISTICS 3557

Fig. 8. Network throughput and capacity in ALOHA networks. (a) Lower bound pF
sL on ps,i for Θ = 10. (b) Network throughput λmax.

saturated state. In other words, we can use pb(k, i) ≡ 1 to
calculate λmax and λC.

A. Network Throughput and Capacity in ALOHA

Like in TDMA, in ALOHA line networks [Fig. 1(b)], the
bottleneck occurs at the center nodes that have approximately
the same number of right and left interferers. The difference
lies in that the desired receiver is also a potential interferer,
i.e., dk,i/di = 0, 1, 2, . . .. In the saturated state, pt(k, i) = pm.
From (1), we obtain

pF
sL≤(1−pm)

(

1 − pm

1+1/Θ

)









∞
∏

k=2

(

1− pm

1+kα/Θ

)

︸ ︷︷ ︸

h(pm,Θ,α)









2

.

(15)

Like in [25], for small pm, log(1 − pm/(1 + kα/Θ)) !
−pm/(1 + kα/Θ), which leads to h(m,Θ,α) ≈ e−pm/σ,
where

σ−1 =
∞

∑

k=2

1
1 + kα/Θ

. (16)

In particular, for α = 2 and α = 4, h(m,Θ,α) is further
simplified to [25]

h(m,Θ,α)
(

1 − pm

1 + 1/Θ

)

=
e
√

2y1

√
1 − pme

√
2y2

, α = 2

=
cosh2(y1) − cos2(y1)√

1 − pm

(

cosh2(y2) − cos2(y2)
) , α = 4

where y1 := π α
√

Θ(1 − pm)/
√

2, and y2 := π α
√
Θ/

√
2.

Fig. 8(a) verifies the accuracy of the approximate g(pm,Θ,α)
in the calculation of pF

sL when α > 2. Using the same technique

as in TDMA, i.e., ρ = λ/(pmpF
sL) < 1 [26], we obtain the

network throughput λmax as follows:

λmax ! pm(1 − pm)
(

1 − pm

1 + 1/Θ

)

e−pm/σ (17)

which is shown in Fig. 8(b). Like in TDMA, λmax is concave
with respect to the MAC parameter pm. In a saturated ALOHA
network, if all nodes transmit independently, a higher access
probability pm allows more nodes to transmit simultaneously,
which causes more severe interference. On the other hand, a
pm that is too small unnecessarily holds the packets in the
buffer for a longer time, which reduces the network through-
put. Our analysis presents the optimum p∗m to achieve the
best tradeoff. The capacity λC is obtained by differentiat-
ing log(λmax) = log(pm) + log(1 − pm) + log(1 − pm/(1 +
1/Θ)) − pm/σ with respect to pm. The optimal value p∗m
achieves the capacity and is a root to the following polynomial:

f(pm) = c0p
3
m + c1p

2
m + c2pm + c3 (18)

where
{

c0 = 2Θσ−1, c1 = −(2σ−1 + 3Θ + 4Θσ−1)
c3 = −(1 + Θ), c2 = 2(1 + 2Θ + σ−1 + Θσ−1).

Fig. 9(a) shows p∗m as a function of the SIR threshold Θ. The
network capacity

λC = p∗m (1 − p∗m)
(

1 − p∗m
1 + 1/Θ

)

e−p∗
m/σ (19)

is shown in Fig. 9(b). Generally, the network capacity λC is
achieved at a small pm ≤ 0.4 for all practical path loss ex-
ponents α [Fig. 9(a)]. Moreover, λC/p∗m ∈ [0.35, 0.45], i.e.,
even if the ALOHA network operates in the capacity-optimal
manner, only 40% transmission attempts will succeed.

B. Impact of the Correlations in ALOHA Networks

Since ALOHA networks usually do not operate in saturation,
it is not appropriate to assume that pb(k, i) ≡ 1 and ignore
the correlation between ni and its interferer nk. As shown
in Fig. 10(a) (λ = 0.1), there is indeed a huge gap between
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Fig. 9. Capacity of ALOHA line networks. (a) Optimal p∗m to achieve the capacity. (b) Network capacity λC.

Fig. 10. Realistic channel performance in ALOHA networks with λ = 0.1, Θ = 10, and α = 4. (a) Independent flows. (b) Correlated flows.

the analytical worst channel quality pF
sL (15) in the saturated

state and the simulated psL in the nonsaturated state. In fact,
pb(k, i) → 1 only if the traffic intensity ρ = λ/(pmpsL) is
close to one, which takes place when pm is too small or too
big. In the former case, the packets are held for a long time,
so the buffer occupancy increases. In the latter case, more
nodes transmit simultaneously to cause high interference and
low success probability psL. Consistently, the analytical pF

sL is
tight in these two cases, e.g., pm < 0.2 and pm > 0.8. Other
than that, the channel quality psL is much better than in the
saturated state. For example, for CBR traffic, psL ∈ [0.5, 0.6]
is almost unchanged with pm ∈ (0.2, 0.6), while the calculated
pF
sL sharply decays from 0.5 to 0.1. Apparently, simply as-

suming pb(k, i) ≡ 1 substantially underestimates the channel
quality.

Traffic statistics play an important role in affecting pb(k, i).
Like in TDMA, the impact of traffic correlation overshadows
that of traffic burstiness. Therefore, the difference in psL be-
tween bursty and smooth traffic under the independent traffic
flows [Fig. 10(a)] is less visible than under the correlated
flows [Fig. 10(b)]. Moreover, for CBR traffic with correlated
arrivals, it is counterintuitive that the channel quality psL does
not decrease with an increasing pm, as expected. Instead,
∂psL/∂pm > 0, and psL converges to one [Fig. 10(b)]. This
counterintuitive phenomenon occurs only with the CBR traf-
fic. For bursty traffic, the increase of pm does not enhance
psL. However, for Bernoulli and light bursty ON–OFF traffic,
∂psL/∂pm ≈ 0, so psL is less sensitive to pm. It remains

between 0.5 and 0.6 as pm increases from 0.2 to 1. The only
traffic model that follows the rule ∂psL/∂pm < 0 as in the
independent traffic flows is the heavy bursty ON–OFF traffic.
Therefore, if the transmissions are random, the more bursty
the traffic flow, the less beneficial the traffic correlation to the
channel quality.

To explore why the traffic correlation leads to the surprising
behavior of psL for the CBR traffic, recall that the probability
pb(k, i) reflects if nk is busy, given that ni is transmitting. In the
case with completely correlated flows, there is a single source
flow in the network, and the downstream nodes have packets
only if their upstream nodes successfully sent them packets.
Assume that n1 is the source node, and consider pb(k, 1).
Comparing pb(k, 1) with the unconditional busy probability ρk

in Fig. 11(a), we arrived at the following findings.
1) A small pm = 0.15 results in a high traffic intensity ρk,

as in the conditional busy probability pb(k, 1), i.e., ≈
ρk → 1, and the two curves of ρk and pb(k, 1) almost
completely overlap. The reason is that, in the heavy traffic
case, the buffer is always nonempty, and the transmission
is completely controlled by the MAC scheme, regardless
of the traffic statistics.

2) As pm increases to pm = 0.4, the traffic intensity ρk

decreases, and the busy period is shortened. Then,
pb(k, 1) ≤ ρk < 1, and the two curves of ρk and pb(k, 1)
do not perfectly overlap, particularly at the nearest
neighbors n2 and n3, which are more idle when n1 is
transmitting [with pb(2, 1) = 0.1] than on average (with



XIE AND HAENGGI: STUDY OF THE CORRELATIONS BETWEEN CHANNEL AND TRAFFIC STATISTICS 3559

Fig. 11. Impact of traffic correlations on pb(k, i) in ALOHA with CBR traffic and Θ = 10, α = 4. (a) Conditional busy probability pb(k, 1) given a transmit
probability pm for all nodes. (b) Conditional busy probability pb(k, 1) given a transmit probability pm for special k = 2 and k = 11.

Fig. 12. Conditions on which ALOHA emulates TDMA to generate a natural spacing between the simultaneous transmitting nodes: 1) CBR traffic, 2) pm = 1,
and 3) arrival rate λ. (Θ = 10, α = 4). (a) Impact of the arrival rate λ on the conditional busy probability pb(k, 1). (b) Impact of traffic models on lower bound
psL on the success probability.

ρ2 = 0.3). The reason is that, in the mediate traffic case,
the transmission is jointly controlled by both the MAC
scheme and the traffic flows. The sequential transmission
of packets from n1 to n2 to nN starts to play a role in
avoiding collisions caused by the simultaneous transmis-
sion of n1 and n2.

3) As pm is close to one, e.g., pm = 0.85, the transmis-
sion is mostly controlled by the traffic flows themselves
rather than the MAC scheme, and ρk ≈ λ for all k’s.
The constant interarrival times at the source node silence
most of its close neighbors when it is transmitting, i.e.,
pb(k, 1) → 0. On the other hand, the active nodes are all
far away from n1 with pb(k, 1) > ρk and form a spacing
that is sufficiently wide to avoid severe interference.

It is no coincidence that at λ = 0.1, i.e., the interarrival time
is ten slots, when n1 is active, the most active node is n10,
which is almost ten hops away from n1. In Fig. 11(b), we
concentrate on two special nodes, namely, the nearest neighbor
n2 and the node n11. The change of pb(11,1) reflects how
the MAC scheme and the traffic statistics jointly affect the
network transmission order. At pm = 1, the MAC scheme loses
its influence, and the smoothness of CBR traffic is preserved.
Then, the most powerful interferer n2 becomes silent, while
n11 becomes synchronous with n1. A natural spacing between

simultaneously transmitting nodes is formed, and ALOHA
behaves like the m-phase TDMA with m = 1/λ.

It is interesting under which circumstances ALOHA can
emulate TDMA. First, the arrivals at each node should be
correlated. Second, the traffic should remain smooth in the
network, which is guaranteed when pm → 1 and the traffic is
CBR. Therefore, the bursty traffic like ON–OFF and Bernoulli
cannot benefit from the increasing pm [Fig. 10(b)]. However,
the preservation of smoothness is not sufficient. Fig. 12(a) com-
pares pb(k, 1) for different rates λ = 1/m(m = 5, 6, . . . , 10).
Denote a virtual interference set of n1 by Ĩ1 = {k|k = 1 +
lm}(l = 1, 2, . . .), and recall that the potential interference set
of n1 in ALOHA is I1 = {k|k = 0, 1, 2, 3, . . .} ⊃ Ĩ1. ALOHA
emulates TDMA only if all the actual interferers belong to Ĩ1,
i.e., pb(k, 1) → 1, for k ∈ Ĩ1, and pb(k, 1) → 0, for k /∈ Ĩ1,
which is true for λ = 1/6, 1/7, 1/8, 1/9, and 1/10. However,
as shown in Fig. 12(a), for λ = 1/5, that rule no longer holds,
and pb(k, 1) > 0 for all k ∈ I1’s. Without the natural spacing,
ALOHA cannot emulate TDMA, and the channel quality is
sharply degenerated, as confirmed in Fig. 12(b). Therefore, the
third condition is the rate constraint. From Fig. 12, the capacity
can be read as λC = 0.2. It is worth pointing out that the
capacity under the correlated flows is greater than under the
independent flows [Fig. 9(b)] (λC = 0.1, for Θ = 10,α = 4).

More importantly, as long as the natural spacing is formed,
the channel is very good with psL ≥ 0.95, even if the arrival rate
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Fig. 13. Transmission order in ALOHA with pm = 1 and dropping policy.

is close to λC, for example, λ = 1/6 in Fig. 12(b). This property
benefits not only the network throughput and capacity but also
the end-to-end delay. Based on the queueing theory, if psL is
unchanged, a large pm implies a smaller access delay and, thus,
a smaller overall waiting delay. Since the traffic correlation
exists in most multihop networks, it is essential to exploit its
advantages for QoS guarantees.

V. EMULATION OF TDMA FOR NON-CBR TRAFFIC

The two critical conditions for ALOHA to emulate TDMA
are the traffic correlation and the preservation of smoothness.
The latter applies to only the CBR traffic. However, many
applications are not as smooth as CBR. For non-CBR traffic,
a simple solution to emulate TDMA is the use of traffic regula-
tors, like leaky buckets, to smooth the bursty traffic flows at the
source. Another solution is the employment of packet dropping.

Consider a basic packet dropping strategy, in which the failed
packets are immediately discarded and successful packets are
immediately forwarded by the relay node. Assume that there is
a single source flow in the network. Then, queueing is avoided,
and every node has, at most, one packet in the buffer. The
transmission of ni completely depends on ni−1 since ni has
packets to transmit at time t only if ni−1 successfully delivers
a packet to it at time t − 1. Therefore, prior to the study of the
transmission of ni at time t, we first observe the transmission of
ni−1 at time t − 1. At t − 1, in order to guarantee the successful
transmission from ni−1 to ni, the following events must have
occurred (see Fig. 13).

1) The desired receiver ni did not transmit at t − 1 since
a node cannot transmit and receive at the same time.
Therefore, ni+1 is idle at t.

2) ni−1 did not receive at t − 1. Therefore, ni−1 is idle at t.
3) ni+1 did not transmit at t − 1 since its transmission

would interfere with that of ni−1 at ni and fail the trans-
mission at a very high probability as the most influential
interferer of ni−1. Therefore, its receiver ni+2 is idle at t.

4) ni−3 did not transmit for the same reason as 3). Therefore,
ni−2 is idle at t.

In summary, when ni transmits at t, at least, its four closest
neighbors ni−2, ni−1, ni+1, and ni+2 are idle, regardless of
whether the traffic flow is bursty or smooth. For practical path

loss exponents, simulation results show that the transmissions
to ni−3 and ni+3 are hardly successful at t − 1. Then, the
nearest interferers of ni at time t are ni−4 and ni+4. Similarly,
the interferers of ni−4 and ni+4 are at least four hops away
from them. Accordingly, a natural spacing of m = 4 hops is
formed with this simple dropping policy, and the corresponding
network behaves like the m-phase TDMA. The advantages over
TDMA are the following: 1) The spacing is naturally generated
without the overhead of establishing and maintaining the frame
structure; and 2) there is no access delay because pm = 1.

Due to the similarity with TDMA, the performance of such
networks can be derived in a similar way as in TDMA. For the
case of correlated flows, n1 is the only source generating a CBR
flow of rate λ. The failed packets are discarded with probability
1 − ps,i. Then, the arrival rate at ni is

λi = λ
i−1
∏

k=1

ps,k ≥ λpi−1
sL . (20)

Since there is no access delay and no packet accumulation,
the traffic intensity is ρk = λk/ps,k, which is m times less
than in TDMA. That is why the resulting psL is better than in
TDMA, as shown in the following. Due to the nonhomogeneous
traffic loads, the worst channel quality psL occurs at nm+1. By
plugging ρk into (6), we have

psL ≈
∏

l∈J

(

1 − λl

psL(1 + lα/Θ)

)

≈ 1 − λ

psL

(

1
1 + mα/Θ

+ pm
sL

∞
∑

k=1

pkm
sL

1 + (km)α/Θ

)

≈ 1 − λ

psL

(
1

1 + mα/Θ
+

p2m
sL

1 + mα/Θ

)

=1 − λβ

psL

(

1 + p2m
sL

)

, β
∆=

1
1 + mα/Θ

(21)

where J = {m + 1}
⋃

{lm − 1}∞l=1, and λl = λ if l = m + 1,
and λl = λp(l+1)m

sL if l ∈ {lm − 1}∞l=1. The term with the
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Fig. 14. Network performance of ALOHA with dropping strategy and Θ = 10. (a) Channel quality psL. (b) Packet dropping probability pd. (c) Network
throughput λmax.

infinite sum is replaced by βp2m
sL with a small error. Then, psL

is solved as a root to the following polynomial:

f(x) = bx2m + x2 − x + b, where b
∆= λβ. (22)

In order to obtain an explicit expression, we use the second-
order Taylor expansion to yield a quadratic equation. Since
f(1) = 2b, f ′(1) = 8b + 1, and f ′′(1) = 56b + 2

psL =
1 + 48b +

√
1 + 8b − 160b2

2(1 + 28b)
. (23)

For small λ, Fig. 14(a) shows that psL(λ) is linearly decreasing.
The end-to-end dropping probability is upper bounded by pd ≤
1 − pN

sL, which is almost linear with λ for α ≥ 4 [Fig. 14(b)].
Note that due to packet dropping, there is no stability problem.
The network throughput, based on the fundamental definition,
is the number of packets that can be successfully transmitted to
the destination, i.e.,

λmax = λ(1 − pd) ≥ λpN
sL (24)

which is shown in Fig. 14(c). Since m = 4 is predetermined by
the dropping policy, the network capacity is λC = λmax.

Dropping packets en route reduces the reliability. However,
this problem can be resolved by introducing redundancy. For
instance, by using erasure correcting codes [27], more packets
will be injected into the source node such that the destination
node can recover the data, even if a fraction of the packets
is lost. In Fig. 14(c), if a traffic flow of higher rate λ = 0.3
with 50% redundancy is injected, a throughput of λmax = 0.2
is guaranteed for α = 4, and Θ = 10. In TDMA, the highest
arrival rate allowed is λmax = 0.2, while in this case, the
throughput is enhanced to λmax > 0.3 when λ → 1.

Meanwhile, the channel quality psL is also improved. For
instance, at rate λ = 0.3, the channel is almost perfect with
psL > 0.95 [Fig. 14(a)], while in TDMA, at λmax = 0.2, the
channel quality is psL < 0.9 (Fig. 5). Since good channels cause
short delays, the dropping strategy is more desirable, given
that many applications can tolerate a small part of packet loss
but are delay-sensitive. Furthermore, it is more energy efficient
to discard outdated packets as early as possible than to keep
retransmitting them since they will be dropped at the destination

due to the expiration. Overall, it is beneficial to drop a small
fraction of packets to save energy, reduce the end-to-end delay,
improve the channels, and enhance the throughput.

VI. CONCLUSION

In this paper, we investigate three types of correlations in
wireless multihop networks, namely, the autocorrelation in the
channel quality psL, the cross correlation between psL and
the arrival rate λ, and the traffic correlation. Their impact is
reflected through the node busy probability of the interferers.
In TDMA networks, due to the spacing between the transmitter
and the interferers, the traffic correlation can be ignored, and
explicit expressions of the channel quality psL, the network
throughput λmax, and capacity λC are available. The statistical
traffic parameters like burstiness are not as significant as the
deterministic parameter, such as the arrival rate, in affecting the
channel performance.

In ALOHA networks, the statistical traffic parameters be-
come dominant, particularly the traffic correlation. We derive
the throughput and capacity for the independent traffic flows.
The network behaves differently under the correlated flows.
In [26], it is found that if the error-prone wireless channel is
characterized by a Bernoulli process with fixed success prob-
ability ps, a CBR flow is transformed to an ON–OFF flow, and
the smoothness is destroyed. However, in interference-limited
networks with Rayleigh fading channels, the smoothness can be
preserved, even though the success probability is time varying.
In other words, interference helps to preserve traffic smooth-
ness. This surprising phenomenon is caused by the traffic
correlation that makes ALOHA emulate TDMA by naturally
forming a spacing between the transmitting nodes. Since the
natural spacing does not require the overhead to establish and
maintain the frame structure, the resulting performance is better
than the TDMA in terms of capacity and delay. Therefore,
ALOHA with pm = 1 may be the best multihop MAC scheme
possible when the original traffic flows are CBR and the arrivals
in the network are closely correlated.

Our analysis also explains the design principle of fast-
forward MAC for multihop networks, which aims to prevent
the sender from consecutively transmitting before the previous
packet has traveled beyond the interference range [11], [12].
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Due to the traffic correlation, ni knows that its neighbor ni+1

will certainly compete for a transmission opportunity in the
following time slot after ni succeeded in transmitting a packet.
Then, ni could withhold its transmission and let nj transmit,
which not only avoids collision but also decreases delay jitter.
For bursty traffic, the MAC scheme could be jointly designed
with traffic regulators to smooth traffic flows before injecting
them into the network. If the analysis is extended to 2-D
networks (regular or random) in which there are multiple routes
and traffic multiplexing, then it could provide insight on the
design of cross-layer protocol architecture involving MAC,
routing and transport layer [12], or load balancing [28]. The
most important advantage of correlations is the improvement of
the network throughput and channel qualities and the reduction
of the end-to-end delay and energy consumption.
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