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Abstract

Rateless codes have been shown to provide robust errorctorreover a wide range of binary
and noisy channels. Using a stochastic geometry modelptper studies the performance of rateless
codes in the cellular downlink and compares it with the penfance of fixed-rate codes. For the case of
Rayleigh fading, an accurate approximation is proposedHherdistribution of the packet transmission
time of K-bit information packets using rateless codes. The twosygfechannel coding schemes are
compared by evaluating the typical user success probahititl the rate. Based on both the analytical
results and simulations, the paper shows that rateless)gqafiovides a significant throughput gain
relative to fixed-rate coding. Moreover the benefit is notrieied to the typical user but applies to all

users in the cellular network.

Index Terms

Rateless Codes, Fixed-Rate Codes, 5G Cellular DownlirdGtistic Geometry, PPP, PHY layer,
Delay and Throughput.

I. INTRODUCTION

A. Motivation

Rateless codes have generated a lot of interest as a prorfoswayrd error correction (FEC)
technique [[2]. Being able to adapt both the code construaimh number of parity symbols
to time-varying channel conditions, rateless codes hatdpthtential for achieving the capacity
with relatively short delays compared to fixed-rate codesictv have fixed code construction

and codeword length. Since rateless codes are able to titaingonmation adaptive to channel
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conditions, they are robust to transmissions under no ciatate information at the transmitter
[3]. From a coding-theoretic point of view,![2],![4] compattee performance of rateless codes
and punctured fixed-rate codes as a function of the receivR 8MNh the conclusion that
rateless codes perform consistently over a wide range of SNétsrateless codes, the encoder
implementation complexity is simpler, and a number of dbotions in coding theory have led
to substantial reduction in the decoding complexity of let® codes over noisy channels (see
[2] and references therein). Hence rateless codes haveotbkatial for providing the best FEC
solutions in contemporary and next-generation wirelesa/onks.

Rateless codes were originally developed for packet-leiz€ &t the application (APP) layer
to recover erased or lost packets [5], [6]. Subsequente,Shannon theory for such variable-
length codes, i.e., the channel capacity and its achiataliibve been developed in![7]. At
the APP layer, the sequence of data packets is FEC encodezbamdunicated over an erasure
channel. The packets may get erased (lost) in the channielg the received (unerased) packets,
the decoder at the APP layer must recover the lost packetsleRatcodes by virtue of their
exceptional packet recovery properties have been incatpornto several data communication
standards.

In the cellular network context, rateless codes are parhef3GPP Multimedia Broadcast
Multicast Service (MBMS) standard for broadcast file delyvand streaming services|[8]. Fig.
[ shows the protocol stack of the 3GPP MBMS standard. In theopob stack, the broadcast
and multicast data is protected by FEC present at the twadaye., APP and physical (PHY).
At the PHY layer, each fundamental data unit is a packet ofifiemgth information bits. The
bits are FEC encoded for reliable transmission over a ndmsnigel. If the channel conditions
are good, all information bits are successfully decodedthagacket moves up to higher layers.
Under a bad channel, the information bits are not decode@city and the packet is considered
erased (lost). The APP-FEC is based on Raptor codes whileHNeHEC is based on fixed-rate
turbo or LDPC codes.

Even though the FEC schemes at the two layers have been ddssgparately to provide
error (or erasure) protection, a cross layer perspectiveais that the goals and requirements
of one layer FEC method compromises the performance of ther dayer FEC method. For
example, to obtain the desired APP-FEC protection basedtefess codes, the encoded stream
of packets must be transmitted at a high rate over the chamhe high rate requirement can

only be met by sacrificing the PHY-FEC reliability. On the etlhand, designing a very reliable
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Fig. 1. A block diagram view of the protocol stack of the 3GPP MBMS stethd@]. Any type of data to be delivered on
cellular downlink, i.e., streaming (audio, video etc) or download type, (fiage, document etc) goes through the protocol stack

layer by layer and is broadcast/multicast to users through PHY layemtissisn.

PHY-FEC restricts the rate of transmission over the charwleich makes it infeasible to meet
the high rate requirement of APP-FEC protection. So addrgshe tradeoff between APP-
FEC and PHY-FEC becomes a crucial system design issue. Ondgowaddress it is to make
the PHY less reliable, i.e., allow the decoding error praligbof PHY-FEC to be higher and
compensate for this by the gain due to APP-FEC. The concepia&ing the PHY less reliable
is also put forth in[[9], which advocates to operate the cgdiate and outage probability at
a point that maximizes the goodput from a MAC and PHY crosergerspective, even if it
means comprising PHY reliability. In this paper, we propaseovel way to address the above
tradeoff by using rateless codes for FEC in the PHY layer efdhllular downlink. The goal
is to investigate the potential benefits of using ratelessesdor FEC in the PHY layer by

guantifying the resulting performance improvements.

B. Related work

From a wireless communication point of view, rateless caodesived a lot of interest through
the work of [10]. Rateless codes were employed in a singleceedestination pair communica-

tion assisted by relays. With the underlying channel mofl&dding and shadowing, performance



of collaborative relaying with mutual information accuratibn was studied.

This paper is mainly motivated by the works of [11], [12]. bgitools from stochastic
geometry, [[11] shows that rateless codes lead to perforenanprovements in a single-hop
wireless ad hoc network (WANET). A robust scheme based oglesg codes was proposed
to achieve the ergodic rate density (ERD) in a WANET. The Rwissin model was used to
show that rateless codes enable the WANET to achieve a higlterdensity and haveear
ERD performance with significantly shorter delays than fixa® codes. In[[12], the meta
distribution of the SIR is proposed as a powerful tool to gtilde per-user performance in
a wireless network. The meta distribution of the SIR is thstrdiution of the transmission
success probability conditioned on the point process.viéaks fine-grained information on the
per-user performance which, in turn, leads to insights ack@aend-to-end delay, QoS levels
and congestion across the network. Since rateless coddsireper-user rates that are matched
to the instantaneous channel, studying their performameefiamework similar to [12] will lead

to new insights in cellular network design.

C. Contributions

Using a stochastic geometry model, we characterize theoymeaince of cellular downlink
channels when rateless codes are used for FEC in the PHY degkcompare it to the case
of conventional fixed-rate codes. We study the cellular dmknperformance under the fixed
information transmission mode wheregsabit information packet is transmitted from a BS to its
served user. We quantify the distribution of the packetdnaission time of rateless codes, defined
as the number of channel uses to successfully transiigt packet. The analytical result leads
to expressions for the success (coverage) probability @ddte on the cellular downlink, and
allows a comparison of rateless codes with fixed-rate cafesshow that with rateless codes in
the PHY layer, the success probability and rate on the eellddwnlink increases substantially
relative to fixed-rate codes for a wide range of system pat@malues, such as the path loss
exponent and the packet delay constraint. Also we show #iatesss PHY-FEC leads to a SIR
gain in the cellular downlink (also referred to te horizontal gagn the literature [[13],[[14])
and provide expressions for the gain as a function of theesygiarameters. By analysis, we
show that even the worst type of user, in terms of interfecdivity, has a throughput benefit.
Simulation results go one step further and indicate thatyeuser in the cellular downlink has

a throughput gain under the proposed scheme irrespectiite lafcation.



The remainder of the paper is organized as follows. The systedel is presented in Section
[ Section[dll presents the theoretical results of the papencerning the distribution of the
packet transmission time of rateless codes. SeCtibn |V evegthe cellular network performance
under two FEC scenarios, rateless codes and fixed-rate.codetor V discusses the numerical

results and insights. Sectién]|VI concludes the paper. Tiperagix contains the mathematical
derivations.

Il. SYSTEM MODEL

We consider a cellular network in which BSs are modeled by adgemeous Poisson point
process (PPP¥ = {X;}, ¢ = 0,1,2,--- of intensity \. It is assumed that each BS;
communicates with one user located uniformly at randomsnvidronoi cell, and its location
is denoted byY;. The distance betweeX; and its served useY; is D;. Every BS wishes to
communicateKk bits to its served user. When the BS is communicating to its usey;, all
other BSs interfere until they have completed their own traasion. Once the interfering BSs
receive the acknowledgment (ACK) signal from their usersy thecome silent, i.e., they cease to
interfere with the ongoing transmissions. A second casehitchvevery interfering BS transmits

to their usercontinuouslywithout turning off is considered later.
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Fig. 2. A block diagram description of the rateless encoding and decagliegations in the downlink. The encoder system is

present at the BS side and the decoding process is carried out atethsides In the diagram, LT stands for Luby Transform.



Fig.[2 provides a block level overview of the PHY layer FEC @tling and decoding process
of the K-bit information packet at the BS and user, respectively. &t BS, the rateless FEC
encoding is implemented in two stages. TReinformation bits are first encoded by a fixed-
rate outer code. The outer code can be a LDPC code, repeahalata (RA) code, or a polar
code. The encoded bits output by the outer coder are subsiigeacoded by the rateless Luby
Transform (LT) coder. The LT encoded bits are input to the lsyinmapper, which maps bits to
finite constellation QAM symbols. The size of the QAM conistiebn is determined based on the
knowledge of the channel statistics at the BS. The parity &ysnére transmitted incrementally
over the channel, where they are corrupted by the interéerand thermal noise. To simplify the
theoretical analysis in the paper, we assume that the symapper outputs Gaussian symbols.

At the user side, the receiver collects the channel outpubsys and passes them through the
LT decoder, which uses the standard belief propogation wrgroduct algorithm for decoding.
The log likelihood ratio (LLR) values output by the LT decodee input to the fixed-rate outer
decoder. The desired information bits are obtained by apglyhe hard decision to the soft
values output by the outer decoder. The receiver at useratslthe channel output symbols for
every L channel uses and attempts to decodeAhmformation bits. The transmission of parity
symbols continues until the receiver succeeds to decodbeall” information bits and sends an
ACK to the BS or the delay constraint is reached.

Each BS uses constant transmit powerThe wireless propagation channel is affected by
path loss and small-scale fading. We assume a quasi-statingf channel from the serving
BS and also the interfering BSsEach packet of bits is encoded and transmitted within a
single coherence time over a Rayleigh block fading chanrmlaFcoherence timé,. and signal
bandwidthiV., each packet transmission éf bits has a delay constraint &f = 7.1, channel
uses. Letl; denote the packet transmission time of Bsto its userY;. Each BSX; has up toV
channel uses to transmit /d-bit packet, i.e.0 < 7; < N. The medium access control (MAC)
state of BSX; at timet¢ is thus given bye;(t) = 1(0 <t <T;), wherel(-) is the indicator

function.

For simplicity, we assume a flat fading channel in the paper, yet theept;iand results apply to OFDM transmission over

frequency selective fading, common in cellular downlink.



The received signal at uséf is
yi(t) = hu‘D@'_a/zl'i + Z hiil X — Y7 2e(t)ay, + 2, 0 <t < Ty, 1)
ki
whereh,,; is the fading coefficient from BSEX .}, k # i to userY;, « is the path loss exponent,
the 1°* term represents the desired signal from BSand the2"< term represents the interference.

The interference power and SINR at usérat timet are given by

(1) =3 plhulP| X5 — Vil ex(t) 2)
ki
and
plhi|*D;
INR; (t) = ————
respectivel@.

The time-averaged interferechat usery; up to timet is given by

The achievable rate at usg&r depends on the type of receiver employed. If ugeemploys

a matched receiver, the achievable ratét) is given by
1 t
ai) =+ / log, (1 + SINR, () dr. (5)
0

If userY; employs a nearest-neighbor decoder performing minimuntid&an distance decod-
ing based on only the desired channel gain knowledge at tteves [15], then the achievable
rate C;(t) is

Ci(t) = log, (1 + %) : (6)

The C;(t) in (€) is a lower bound to that i i5). This follows by notingaththe spectral
efficiency termlog, (1 + SINR, (7)) in (B) is a convex function ofl;(7) and subsequently
applying Jensen’s inequality for convex functions @(¢) in (8). The receiver in[{6) is a
practical choice since it requires only an estimate of thanael gain from the serving BS
and no knowledge of the interference power, whereas the receivglj has the demanding

requirement of estimating both the desired channel gairtlathstantaneous interference power

%In (@), the noise power is normalized towith the assumption that the transmit poweis scaled accordingly.

3For remainder of the paper, the term “average interference” rédetime averaging.



while receiving data on the downlink char%eﬂior the remainder of the paper, we assume that
every user employs the practical receiver[ih (6).

Every interfering BS transmits & -bit packet to its user and after receiving the ACK signal
becomes silent without further interference to the cetlmatwork leading to a monotonically
decreasing interference, i.e., batfft) and J;(t) are decreasing functions of As a result, the
achievable rate at uséf, in (@) is monotonically increasing with. Based on[(6), the time to

decodeK information bits and thus, the packet transmission tifhare given by

~

T, =min{t: K <t-Ci(t)} (7)
T; = min (N,f}) . (8)

A characterization of the distribution of the packet traission timeT; in (8) is essential to

guantify the performance advantages of using ratelesssdod®HY-FEC in a cellular network.

I11. PACKET TRANSMISSIONTIME

In this section, we present a theoretical analysis of thkileelnetwork performance that is
consistent with the cellular system model in Secfidn II. halgtically study the distribution of
the packet transmission time, we first condition on the arigie ® and consider the cell of a
BS placed at the origin, i.e., thgpical cell The user placed at a uniformly random point in the
typical cell is called theypical user and we denote its achievable rate(ﬁyt)H and the distance
from its BS by D. We note that from[(7) and(8), the distribution of the padkahsmission
time 7' depends on the achievable rat¢t), which in turn, depends on the downlink distance
D as per[(®).

The distribution of the downlink distande is unknown, hence we use an approximation to it
by considering th€rofton cellin place of the typical cell. The Crofton cell is the cell in ardooi
tessellation containing the origin but not as its nuclews. the Crofton cell, the distance from
the origin to the nucleus is Rayleigh distributéd![16]. The f@no cell is larger than the typical
cell, but the two cells have the same distribution to withinruaknown constant factar [17]. Thus
usingthe theoretically known distance distribution of the Croftmll gives a strict upper bound

on the distance distribution of the typical calhd hence, the approximation is well justified. So

4In [A1], it was shown that for ad hoc networks, the receiverin (@visles a performance quite close to that [3f (5) for
practically relevant network settings, with low complexity.

°Note that the achievable raté(t) for all + and C(t) are statistically identical.



we use the Rayleigh distribution for the downlink distance,, iD ~ Rayleighc) with a mean
of a\/w_/Z. The parameter = 1/v/2wcA with ¢ = 1 is the scale parameter of the Rayleigh
distribution. The Rayleigh distribution for the downlinkstince for the model considered here
was originally proposed in [18] with a value of= 1.25 to get an approximation to the empirical
distribution of D. However our goal is to use a strict upper bound on the digiah (CDF) of

D and hence we choose= 1.

Let the location of the typical user be denoted Y3y For notational simplicity, we consider
the translated version of the PPP, i.e:,. , such that the typical user is at the or%iﬁl’o
characterize the CCDF of the packet transmission timeve first note that the CCDFs df
and7 are related as
P <T > t) t< N

P(T >t) = 9)

0 t> N.

Hence we just focus on the CCDF @ffrom now onwards. We consider the two events

T
K p|h|2D~
(C: t 2—>10 1—|——A . 10
2() ;= g2< 0 (10)

Based on standard information-theoretic results, a keyreasen is that for a given, the event
& (t) is true if and only if€(t) holds true. Thus

. oK plh* D~
P<T>t>—IP’<721og2 (HTM)D (11)
=P (M < oK/t _ 1) ) (12)
1+ 1(t)

Assuming a high enough BS density we ignore the noise term for the remainder of the
paper. We le¥, = 25/t —1 and, without loss of generality, sgt= 1. Then, [I2) can be written

out as

2 NH—«a
1-P |h|AD > 0,
1(t)

) [1 ~ L (HtD“)] , (13)

®For the PPRD = { X}, ®° 2 d U {0} and®_y, 2 {X, — Yu}. See[16] for details on this notation.
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where (a) follows from Rayleigh fading andy (s) = E [e*sy} is the Laplace transform of
random variable”. An expression forf(t), the average interference up to timat the typical

user, can be obtained frorl (4):

I(t) =) |l | Xk~ i (t) (14)
k0
n(t) = % /O ex(r)dr = min (1, T4 /%) . (15)

The marksy,(t) are correlated for differerit, which makes it impossible to find the exact CCDF

in (X3). In the following, we discuss three approaches toystihe CCDF.

A. Upper Bound

From (12), the CCDF can be upper bounded by considering an bpped to the interference
I (t) in (@4). Sincen(t) < 1 for all k, we have the following upper bound fdr(z),

ORESEDPUNE A (16)
k+#£0
Hence from[(1R), an upper bound to the CCDF is given by
2 N—«a
P<T>t>§P(WfD§2K/t—1). (17)

Similar to (12), the upper bound ih_(17) can be written outultasy in the expression (13)
involving I instead of] (t). Thus, the bound to the CCDF @f can be obtained by evaluating

the Laplace transform of in (I18) and is given in the following theorem.

Theorem 1. An upper bound on the CCDF of typical user packet transmissiog, " in (8),

is given by
1

R ([1,=6];1—0;-6,)

where, F ([a, b]; c; 2) is the Gauss hypergeometric function= 2/a and 6, = 2K/t — 1.

P(T>t)<1 t <N, (18)

Proof: Refer to AppendiXCA. u

Now we develop a lower bound to the CCDF of the typical user paitkesmission time.
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B. Lower Bound

From (12), the CCDF can be lower bounded by considering a loaend to the interference

I (t). Hence, we use the nearest-interferer lower bounfi(td and obtain

T > t (WQD - )
e (15 )
2 «
Zp(mlr e <) 49
O p (% < et) P(t<Ty), (20)
N ~ - 2
Py

where in (a)l(¢) is the instantaneous interference at timevhich is monotonically decreasing
with ¢, and hence/(t) > I(t). Splitting (I9) by conditioning on the evemt< T} and its
complement > T; leads to (b).

Let 7,; be the packet transmission time based on interference drdynthe nearest interferer

with the assumption that it is always active. In the follogirthe distribution off; is given.

Proposition 1. The CCDF ofT,; is given by
whered = 2/a and 9, = 2K/t — 1.

Proof: Similar to (11), the CCDF off,; is given by

K 2D ))
P(Ty>t)=P(— >1o 14— . 22
>0 =P (2 om, (14 e 22

The RHS of [2R) is computed in AppendiX B. u
Note that the CCDF of,; in Proposition 1 is the same as the tefinin (20). P, =P (¢t < T})
is the probability that the nearest-interfet®f transmits up to time and unfortunately it does
not seem possible to find an expression. However, in the n#$estion, we illustrate the
applicability of P;, with an expression in(21) to study the distribution of tlypital user's

packet transmission time.
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C. Independent Thinning Approximation

For smallt, the interference is constant since all BSs are active. Héme@ipper bound in
(@8) is very accurate. For moderatehe interference starts to decrease since successful BSs tu
off and the upper bound is still decent. For largenowever the interference is decaying more
rapidly and the bound irn_(18) gets loose. Hence we seek taroathetter analytical expression
for the tail of the CCDF in this section.

To characterize the dependence of the typical user’s tri@sgm time on the time varying
interference of the cellular network, we make a simplifymgproximation. The assumption is
that the interfering BSs transmit for a random duratignfrom time ¢t = 0 and then become
inactive, irrespective of their packet success or fail@@tistically theT}, are assumed iid with
CDF F'(t) and hence this approximation is termadependent thinning modélnder this model,
the instantaneous interference at the typical user can lieemvas

I(t) = |hel| X1 (¢ < Th) . (23)
k#£0
The average interference at the typical user is given by

L(t) = |hal?1 Xl m(2) (24)
k+£0
ﬁk(t) = min (1,Tk/t) .
From now onwards, we just usginstead of(¢) for brevity.

Under the independent thinning model, the typical user @atknsmission timé’ is

- . h|>D—e
T:mm{t:K<t-log2 <1—|—’ ’I(t) )}

T = min (N, T) . (25)

The CCDF of the typical user’s packet transmission tifne (25) is bounded in the following

theorem.

Theorem 2. An upper bound on the CCDF of typical user packet transmissioe under the
independent thinning modeél, in (25), is given by
Pub(t) t< N

P(T>t) < (26)
0 t> N,
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where

1
Pu(t)=1— : 27
() oF1 ([1,=0] ;1 — 6; —6, min (1, p/t)) 27)
and
N
M:/ (1—2F ([1,6];1+ 61 —251)) de. (28)
0
Proof: See AppendixC. u
1 0004
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Fig. 3. The CCDF of the packet transmission time in a cellular network wite 1 at « = 3. The curves from both the

network simulation and typical user analysis are shown.

Fig. [3 plots the CCDF of the packet transmission time in a aallaketwork with K = 75,

a = 3 and N — oo. The simulation curve corresponds to the network simutatie per the
system model in[{7)=(8). A curve showing the fitting of a gamdistribution to the CCDF of
the packet transmission time is also shown and shows a reefepmatch. For the typical user,
the upper bound of (18) and the result of Theoiém 2 are shown.

The CCDF of the typical user packet transmission time from idependent thinning approx-
imation given in Theoreml2 serves as a simplified model to Haetecellular network described
in Section[Il. The analytical results of this section will bsed to quantify the performance of
the cellular downlink when rateless codes are used for PHE-Fhe predicted performance of
cellular network from the results of Theorérmn 2 will be congahto the actual cellular network

performance based on simulation in Secfidn V.
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IV. PERFORMANCECOMPARISON

In the system model of our paper, every BS communicates a fixediat of information
bits) to its user and becomes silent after ACK signal recaptin the following, we describe
a methodology to quantify the benefits of using rateless £dde PHY-FEC. We study the
performance of a cellular network under two scenarios. la scenario, the cellular network
employs rateless codes for FEC in the PHY layer while in thebsé scenario, conventional
fixed-rate codes are used for FEC.

When the cellular network uses fixed-rate codes for PHY layeC Feach BS encodes /s
bit information packet using a fixed-rate code, e.g., a Reddn8m code or turbo code, and
transmits the entire codeword of parity symbols. The user receives thé parity symbols
over the downlink channel and tries to decode the informakiits using the BCJR or Viterbi
algorithm. Depending on the instantaneous channel comnditithe single decoding attempt may
be successful or not.

When the cellular network uses rateless codes for FEC, each &flenak bit packet using
the encoding process illustrated in Hig. 2a. The parity ylsbare incrementally generated and
transmitted until/X” bits are decoded at the user or the maximum number of pantpsis N
is reached. The user performs multiple decoding attemptietmde the information packet as
per Fig.[2b. The user decodes tRebits using a potentially variable number of parity symbols.
An outage occurs if thé{ bits are not decoded withi®V parity symbols.

The metrics used to compare the performance of the two FE@agipes are the typical user
success probability and rate, which are defined below foh lfiged-rate coding and rateless

coding schemes.

A. Fixed-Rate Coding

The SIR threshold for fixed-rate coding is given By= 25/~ — 1. The SIR of the typical

. . . |h\2D_0‘
user is given bySIR = =——

, Wwhere[ is given in [16) and similar to Sectidnllllp follows
the same Rayleigh distribution with= 1. The success probability and rate of the typical user

are defined and given as

ps(N) £ P (SIR > 25/ — 1)
B 1
R ([1,-0];1 — 6,1 — 2K/N)

(29)
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Ry 2 ps(N)log,(1 +6)
B K/N
T LR ([1,—6);1 — 6;1 — 2K/ (30)

The two terms inRky exhibit a tradeoff as a function df, namely the success probabiljty( V)

is increasing and the rateg,(1 + ) is decreasing withV. Let NV; be the optimal value ofV

to maximize Ry in (30).

B. Rateless Coding

The SIR threshold for rateless coding at tirhés given byd, = 2%/ — 1. The success

probability and rate of the typical user are defined as

p(N)21-P <T > N) (31)
a Kps(N)
Ry £ o (32)

Note that as pef{8)] is a truncated version ¢f at N. Let N, be the optimal value ofV to
maximize Ry in (32)/.

In the following, we quantify the performance gains of usmateless codes.

1) SIR Gain:In [13], [14], a framework for characterizing the perforncarbenefit of a new
transmission/reception technique compared to a basefsters is presented. The performance
benefit is quantified as a gain in the SIR achievable by the melnique across the cellular
network. If F} and F, represent the CCDFs of the SIRs under the baseline scheme anewhe

technique respectively, then the new technique providedRag8in of GG if the relationship
F(0) ~ Fi(0/G), 6—0, (33)

is satisfied. In[[13], it is shown that this asymptotic redaship impliesFy(0) ~ F, (6/G) for
all 4. Based on[(33), the following proposition provides the penfance gain of using rateless
codes for PHY layer FEC.

"The expressions i (29) and {30) are independent of the specifit fiate code used in the cellular downlink. Each type of
channel code has a probability of decoding error. However the irg#thom outage probability, obtained by the complement of the
success probability i (29), can be interpreted as the limiting value of tHeapildty of decoding error achieved by individual
channel codes for large codeword length averaged over fading@intprocess. (Seé [19] for details). Similar comments apply

to (1) and[(3R).
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Proposition 2. Rateless coding in cellular downlink leads to a SIR gairGo& % relative to
fixed-rate coding under the independent thinning model, &het E [T] is the mean interferer

transmission duration given i _(28).

Proof: The gain is obtained by comparing the success probabifiiieboth rateless coding
and fixed-rate coding. Under the independent thinning mdhbelsuccess probability for rateless

coding can be bounded by evaluatifgl(55) at NV, which yields

1
> :
ok ([17 _5] ;1 =9, —0min (LM/N))
Comparing the abovg,(N) to that in [29) and noting that < N always, we observe that the

Ps(N) (34)

relation in [33) is satisfied witlty = % > 1. |

The SIR threshold is reduced by a factoil"f and hence, the above result under the independent
thinning model proves that rateless coding leads to imgt@merage on the cellular downlink.
A key observation is that the SIR ga@ is unaffected by the value of in the distribution of
D. Both ps(N) andps(NV) in (29) have the terma in their expressions, thus the relation [nl(33)
is satisfied for any:. This further justifies the choice ef= 1 for mathematical simplicity.

An expression fon: is given in [28), integrating the result of Proposition 1nfr@ to N. If
interferers stay active for a longer duratign,s large and the gaid: is small whereas if the
interferer durations are short, the resulting géirms large. For the case of = 4, the expression
in Propositior L admits the simpler form

N arctan \/m
= /0 (1 — NGO ) dt.

Another way to express the performance benefit offered ®lasd codes is discussed below.

(35)

For a given value ofV, comparing the success probabilities of both ratelessngaaind fixed-rate
coding indicates how well rateless coding performs. Theessg probability gairy, is defined
as the ratio of success probability of rateless coding to @ahéixed-rate coding. Based oh (29)

and [34), a lower bound fay, is given below.

Corollary 1. In cellular downlink, the success probability gain is bouddes
2P ([1,—6);1 = 6;1 = 287)
* = SR (L 0] 1= 6 (1= 257%) /N

(36)

Both the SIR gain7 and the success probability gajnare based on comparing the success
probabilities of the two FEC schemes, litis the preferred choice since it depends on fewer

parameters. IN_[13], the key advantagestbfelative tog, are discussed.
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2) Rate Gain: The rate gaing, is defined as the ratio of the rates of rateless coding and

fixed-rate coding. Comparing the rates [inl(30) and (32) giiesfollowing result.

Proposition 3. In cellular downlink, the rate gain of rateless codes relatio fixed-rate codes
is
N

gr = Gs m (37)

Note thatﬁ > 1 can be viewed as a gain in packet transmission time. Thentiga®n
time and the success probability gains act in tandem to edurate gairy, > 1.
To compute the rate iri (82) analytically under the indepahdeinning model, the success

probability bound in[(34) and the bound

N
E[T] < / Pa(t) dt, (38)

on the expected packet time are used.[1d (38),¢) is obtained from Theorein 2.
The claims of Propositioris 2 andl 3 are numerically validate8ection V.

C. Continuous Transmission

We now consider the case where every interfering BS is tratiaghicontinuouslywithout
turning OFF during the entire duration of the typical useepgion. The MAC state of interfering
BS X at timet is thus given bye,(t) = 1, ¢t > 0. Hence, the interference at the typical user
does not change with time and is given byn (16) and, accordingly, the SIR at the typical user
is time-invariant. We assume that the BS serving the typisal @ncodes & -bit information
packet with a rateless code and transmits it using variabfeber of parity symbols under a
delay constraint ofV. Thus in the continuous transmission case, the result frapofien ]l can
be used to provide the CCDF of the typical user packet tran@mnisgne and is given by

1
R ([1,—6];1—6;—6,)

In the following, we compare the performance of ratelessrgptb fixed-rate coding under

P(T>t)=1

t < N. (39)

the continuous transmission case. The definitions in Sesfig-Al and[IV-B are valid for this
case also. In terms of success probability, evaluating th& BH(39) att = N and taking the
complement leads to the same expression as the successifitpliar fixed-rate coding in[(29).
For the rate gain, we compare the expressions_ih (30) [addeadated based on_(39). We
observe that there is a rate gain, which is quantified below.
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Proposition 4. The rate gain of rateless codes in cellular downlink under tmmtinuous

transmission case is given by

- N
= JNP(T > 1) dt’ (40)

The integral in[(4D) is dependent on the CCDF expression givgB9). The rate gain satisfies
gr > 1.

One additional insight can be obtained from the result fortiomous transmission. The gain
g: > 1 predicted in Proposition| 3 applies to the typical user arabisined by the spatial average
of rate gains across the cellular network. Even thoygh- 1, the gain need not indicate that
every user across the cellular network has a rate benefitjtiis not clear whether a user in
a dense region of the network would experience a rate beiefitthe gaing, > 1 given in
Propositior 4, again obtained by spatial averaging in@ke&onstant interference to the typical
user. This kind of typical user can be thought of (interpigtas a user with the worst type
of interferer activity in a practical cellular network. Hemthe result in Propositionl 4 clearly
indicates that even the user with worst interferer actiwvitthe cellular network has a rate benefit

by using rateless codes for PHY-FEC.

Corollary 2. The rate gain in cellular downlink by using rateless codesRétY-FEC satisfies

the relation

1< g < g (41)

Proof: The rate gaing, in Proposition # is based on the constant interferehggven in
(@8) while the rate gaim, in Propositior B is based on the decreasing interferdiicein (14).
Note that/(¢) < I and hence the packet transmission time gﬁ% is smaller for the continuous
transmission case. Hence by comparison_of (37) (40),bseree thay, > g,. [ |

The rate gain of the typical user in a practical cellular r@tnis greater than that of the user
with worst interferer activity, i.e.BS-UE pairs in very dense regions tend to experience gain
representative of, whereas the BS-UE pairs in non-dense regions tend to olgtalike higher

gain. These insights are clearly illustrated in the next sectiomumerical results.

V. NUMERICAL RESULTS

In this section, we present numerical results that illustthe performance benefits of using

rateless codes for FEC in the PHY layer of a cellular netwbr&pired by [12], the numerical
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results are presented under two frameworks in the subsschbelow. The first one provides
insights into the typical user’s performance. The secong affers a higher level of detail by
focusing on the per-user performance. The typical useropmdnce is a spatially averaged
measure while the per-user performance quantifies the rpeafoce of individual users in a

sample network realizati@n

A. Typical User Performance

In this framework, computing either the success probahditthe rate based o _(29) to (32)
involves spatial averaging of the performance metric ober PPP. This computation can be
accomplished both by simulation and the analytic expressio Section§ TV-A an@IV-B. For
the simulation, the cellular network was realized on a sg@hiside60 with wrap-around edges.
The BS PPP intensity i3 = 1. The information packet size i& = 75 bits. The cellular
network performance was evaluated for varying path los®mepta and delay constraindv.
The network is simulated as per the system model describ8eédtior ] while the independent

thinning model of Sectiof III-C is used for the analyticapagpximation.

1 ! J @i
Fixed Rate Code "o.,-g Q’W
- - = Rateless Code-Simulation ey
0.8 @ Rateless Code-Analysis s
06"
z
0.4r
021
0 pe .
0 5 10 15 20 25 30

10log,y N

Fig. 4. The success probability as a function of the delay consthdiirt a cellular network with\ = 1 ata = 3 anda = 4
for both fixed-rate coding and rateless coding based_oh (29), (LJZ) respectively.

In Fig.[4, the success probability is plotted as a functiothefdelay constraint for both fixed-
rate coding and rateless coding based[on (29), (31)[and I(34)observed that forv € {3, 4},

8The analytical results of the paper focus on the typical user perfarena®n the other hand, an analytical study of the

per-user performance is a subject of future work.
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rateless coding leads to a higher success probabilityiveléd fixed-rate coding. In a cellular
network with rateless coding, BSs with good channel conaitioansmit theK bits to their
users in a short amount of time and turn OFF. This processcesdthe interference for the
remaining BSs, allowing them to communicate to their useith wnproved SIR conditions.
Hence for a givenV, a cellular network with rateless coding has a higher nunatbesuccessful

packet transmissions relative to fixed-rate coding.

121

=@ Analysis oo
- - = Simulation 0% - g,
1r ____ Fixed Rate 93 < ‘..,
Code ¢ e -~
0.8+ & *0.q
J
so06r ¥V oK ----T
.
04r
0.2r
0 L L L L I
5 10 15 20 25 30
10log,y N

Fig. 5. The typical user rat&y in a cellular network withA = 1 as a function ofN. In the figure, the solid line corresponds
to fixed-rate coding and the two other line types correspond to ratelegsycéabr fixed-rate coding, the rate is based [od (30)
whereas for rateless coding, the expressio_in (32) is used for dmgphe rate. The analytical approximation is obtained by

using [3%) and[(38).

Fig. [8 shows the raté?y for both fixed-rate coding and rateless coding as a function o
N. For both schemes, there is an optimélthat maximizes the rate, balancing the tradeoff
between increasing,(N) andE [T] (or N for fixed-rate coding). For rateless coding, the success
probability increases faster, and the expected packesrtresion time grows slowly withV
relative to fixed-rate coding. Hence it is observed thatis higher thanN;, and the maximal
rate for rateless coding is higher than that of fixed-ratar@pdThe N, from simulation and the
analytical results of Theorefd 2 match very well, validatthg independent thinning model.

Fig.[8 plots the typical user rate as a function of the path éogponentv. For fixed-rate coding,
at eachn, the typical user rate is computed at the maximiziig For rateless coding, the rate at
both valuesN; and N, are plotted. Fig.16 clearly illustrates the performanceaatlvge of using
rateless codes. At eaeh it is observed that the throughput gain is approximatelystant when

operating at eitheN; or N,.



21

1.2 ;
Fixed Rate Code

= = = Rateless-Simulation
1| "9 Rateless-Analysis

Fig. 6. The typical user rate in a cellular network with= 1 for both fixed-rate coding and rateless coding against the path

loss exponentv. For eacha, the typical user rate for rateless coding at both valivesand N, are plotted.

B. Per-user Performance

The numerical results in the previous subsection proviéeprformance of the typical user,
which is the spatial average of all users’ performance. Wthike spatial averages allow a
comparison of the average network performance with ragetegling to that with fixed-rate
coding, they do not reveal the behavior of individual BS-Ul$@ a given network realization
[12]. How does a user near to (or far from) the BS benefit fromleat coding? In this subsection,
we attempt to answer the question by focusing on the perpeséormance in a sample network
realization, i.e., conditioned on a PPP realization. Th@enical results presented here are based
purely on simulation.

Fig.[@ shows a snapshot of a cellular network with BSs and usgn®sented by ando
respectively. For this sample network realization, thesatchieved by each BS-UE pair for both
FEC schemes is computed. Since the network realization esl fithe rates are averaged only
over fading. For each pair, the rate for rateless coding @vshfirst while that for fixed-rate
coding is below it. It is observed that the users very closthéir serving BS achieve the most
benefit.

One way to quantify the performance of the entire sample otwealization is to observe
the performance values as a function of the BS-UE distanoeiridights from Fig. 17 are verified
in Fig.[8, which shows the ratio of rates of the two FEC schefoegvery BS-UE pair in the

cellular network simulation square of sid@ as a function of the BS-UE distance. This plot
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Fig. 7. Rates of BS-UE pairs in a sample realization of a cellular network Mithl at « = 4 and N = 50. For each pair, a

ratio of rates is shown. The rate for rateless coding is shown at the tothahtbr fixed-rate coding is shown below it.
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Fig. 8. The ratio of rate with rateless coding to the rate with fixed-rate codingviery BS-UE pair as a function of the BS-UE
distanceD in a sample cellular network realization with=1 at (a)a = 3 and N = 60 and (b)a = 4 and N = 50.
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clearly illustrates thaévery user in the cellular network with PPP realization has etighput
gain > 1 by using rateless codeSince a PPP is inclusive of other point proc%sthe insight
from Fig.[8 is very supportive of using rateless codes for FHEC. On average, it may appear
that the closer a user is to its serving BS, the larger its gain.more details can be obtained
from Fig.[8. For a specific value dP, it is observed that the different BS-UE pairs with such a
D can possibly achieve different throughput gains. For exarfiom Fig.[8a, the BS-UE pairs
with a distance of).1 may achieve a gain anywhere frointo around7. Similarly for a distance

of 0.6, the gains can be from to 4. In Fig.[8a, the plotted rates have been averaged over the
fading process, and hence for a specific valuéothe different gains depend on the interferer
locations. For a fixed, smaller cells have nearby interferers leading to a lower gaereas the
bigger cells have interferers further away and hence aehaeligher gain. Similar observations
hold true for Fig[8b also.

@)
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Fig. 9. The per-user rates for rateless coding and fixed-rate codiagé@ilular network realization as a function bf at (a)
a=4andN =60 and (b)a =3 and N = 75.

Fig.[9 plots the per-user rates for both rateless coding aed-fiate coding against the BS-

UE distanceD. Again a sample cellular network realization is consideard the per-user rates

®More precisely, considering the probability space of counting meagvgst, P, ), where P, is the distribution of the
uniform PPP of intensity\, any realizationy of a stationary point process of intensitybelongs to the outcome spadé of
the uniform PPP.
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are averaged over the fading process. Similar to [Hig. 8, d@biserved that a throughput gain
is present for every value ab. The per-user performance results presented in [Higs §and 9
fully support and validate the performance benefits showrihfe typical user, i.e., the potential
coverage and throughput improvements on the cellular dowily using rateless codes in the
PHY layer apply not just to the typical user but to every usethie cellular network, irrespective
of its location within a cell either nearby or far away from a.BS

One more key additional insight can be obtained from Elg. & thas not captured in the
typical user analysis. Since rateless codes adapt the danebuedundancy to instantaneous
channel conditions, i.e., the BS-UE distance and interflaeations in Fig[ P, the users close to
the serving BS get much higher rates under rateless codiagvesto fixed-rate coding. For a
sample network realization, these higher per-user ratdsruateless coding will lead to positive
effects on network congestion, packet end-to-end delay,@oS levels. The interaction of the
two cross layer FEC schemes, PHY-FEC and APP-FEC dependseamser location in a cell.
The users close to the BS have good SIR conditions, hencedhjeyre less (few) FEC resources
for successful data reception, which can be handled by PHEHS-Bnly without engaging the
APP-FEC. The users further away from the BS require more FE@gron for data reception.
Also for these users, depending on the type of data (strepmirfile delivery), the relative
amount of PHY-FEC and APP-FEC, i.e., whether to use a high P&¥-FEC and low rate

APP-FEC or vice versa, can be optimized accorditgly

C. Practical Considerations

The current cellular networks employ a basic form of an adaptnodulation and coding
scheme (MCS)[[20]. Prior to the start of packet transmissiba,downlink SINR is estimated
using pilot symbols and mapped into a correspondifigt CQI index. This CQI is fed back to
the BS, which selects the appropriate QAM constellation sizé code rate. The code rate is
fixed before transmission, i.e., no adaptation to time-4wgryghannel conditions (which include
interference) occurs. As illustrated in the paper, the latladaptivity of an MCS to channel
variations leads to rate loss. In addition, the CQI feedbackubject to estimation error, and
transmitted together with other control information panitag to multiple subcarriers over a noisy
feedback channel. Thus, the efficiency of 4G LTE MCS in mafglihe rate of transmission

0For rateless codes, a high (low) rate FEC means a small (large) narinberity symbols over a short (long) delay constraint.
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to the instantaneous channel conditions is limited. Thesiescan be addressed by employing
rateless codes shown in Fig. 2 for PHY-FEC. At the BS, the CQhirtd® be used to choose an
optimal degree distribution for the inner (LT) code and adixede rate for the outer code along
with a QAM constellation size. Due to the LT code componem, mumber of parity symbols
to decodeK information bits are adapted to the instantaneous charoraitions leading to
channel matched rates.

5G cellular networks are envisioned to incorporate a hoshe wireless concepts and
technologies like mm-wave transmission, massive MIMOresre BS densities and cooperation
(amorphous networks). All of these techniques will cregteasinically changing channel condi-
tions, and the underlying PHY layer needs to be adaptive asigonsive to channel fluctuations
for the new schemes to integrate and work efficiently. This lba accomplished by employing

rateless codes for PHY layer F

VI. CONCLUSION

The paper proposes rateless codes as a viable FEC technidgiue PHY layer of a cellular
downlink setting and investigates its performance adgentaver fixed-rate codes. The focus
is on the case of fixed information transmission from every BSts user using a variable
number of parity symbols. An independent thinning model wesposed to study the effects
of time-varying interference on the packet transmissiometi Under this model, it was shown
that rateless coding in the PHY layer leads to a SIR gain ircétkeilar downlink. The potential
of rateless codes to improve the coverage probability, ideoa throughput gain for every user
in the network, and achieve per-user rates which lead toigitimetwork operation relative to
fixed-rate codes was clearly demonstrated through numegsalts representing both spatially
averaged and per-user performance measures for practsmgiificant network scenarios. The
results of the paper hint that when rateless codes are io@igd into PHY-FEC, the two cross

layer FEC schemes can potentially coexist in a seamles®faahd be adaptive to instantaneous

"while a study of the implementation complexity of rateless codes and fixeczrales is beyond the scope of this paper,
[21] provides some light. In_[21], the performance of Raptor coded Reed-Solomon codes are compared for a streaming
application. The processing requirements, defined as the number Bf of@rations for encoding and decoding, for a Raptor
code grow only linearly with the source size whereas for a Reed-Solande, they grow quadratically. For a given packet
loss rate, the Raptor codes require fewer resources than Reeddbobmaies thus exhibiting a superior tradeoff between packet

loss protection and complexity.
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channel conditions relative to the tradeoff exhibited lestw the two in the case of fixed-rate
PHY-FEC.
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APPENDIXA

PROOF OFTHEOREM[

For I in (18), the Laplace transform can be expressed as

Lip(s) = exp (_MEhi /: (1) D
= exp (—”/\/D (1 1+ su- a)

dv
?).

Lop (6:D%) = exp (-m /D N (1 - et D o ) dv2>
/)

(@ exp< TAD? 95/ ara
0

Hence,

, (42)

where (a) follows from the substitutiop= 6, (D /v)".

The functionH (t) in (42) can be written as
96
H(t) = 1_t6 o1 ([1,1 —0];2—9;—6;).

The upper bound if_(17) admits the expression (13) wits the interference term. Based on

the discussion at the beginning of Section Ill, we use thieviohg distribution for the downlink
distanceD ~ Rayleigh(l/ﬁ). Hence using[(42), the CCDF bound [n{17) can be written
as
P (T > t) <E[1 —exp (—7AH (t) D?)]
1

The H (t)+1 term in [43) can be written in simpler form based on the hypengetric identity
)
1 552F1([1 1—-6];2—6;—B)+1=oF ([1,-0];1—-0;-0). (44)

Hence the CCDF bound can be simplified as
1
2 F ([17 —5] ;1 —0; _et)‘

P<T>t>§1— (45)
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APPENDIXB

PROOF OFPROPOSITION1

To compute[(2R), leV = D/|X;|. The distribution of” is known [22, Lemma 3].
|2
|ha [?

=1-E [E [exp (=0 |V*)
1
=ik {1+9tva}

|
:1—/ dv?
0 1+0t1}a
1 5—1
)
:1—/ Y dy
0 1+9ty

P(Ty >t) =P ( Vo< et) (46)

V]

APPENDIXC

PROOF OFTHEOREM1

From [3), the CCDF ofl" is the same as the CCDF @f whent < N and is0 elsewhere.
The CCDF ofT has the same form as il {13) with the interference term beiptaced by
I (t) in 24), for which the Laplace transford (-) is given by [16]

L p(s) = exp (—W/\Eh’,-, {/ (1 — 6—slh\2r‘w*a> dvﬂ) .
D

Letting s = 6,D?,

Liwp (0:D%)
= exp <_7T)\Eh,n {/ (1 — e*GtDO‘IhPﬁv’“) dv2})
D
= exp <_7T)‘En [/OO (1 — L — > va})
D 1+6,(D/v)*7q

0
(@) 25006 ' 1 dy
oo (e [ (1) i) )

where (a) follows from the substitutiop= 6, (D/v)".

For notational simplicity in[(47), we define

8
H(t) 2 66°F UO (1 -5 —i—lﬁy> #dy] : (48)
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Using the fact thatD ~ Rayleigh(l/\/27r/\), from (I3) the CCDF ofl is given as

P (T > t) =E[1 —exp (—mAH(t)D?)]
1
=1—- —. 49
N IOES (49)
The CCDF of1 depends on the distribution of interferer packet tiffichrough the term

H(t). In the following, a simple expression fdf(t) is derived.

= 10155 Enof ([1,1—0];2 = 6;—0:m)] (50)
o0 [ 17 o
:1—5 /052F1<[1’1_5]’2_6’_9t5> dF(t)

where F'(t) =P (T < t), which is assumed to be given.
Combining [@9) and[{81) leads to an expression for the CCDH ofAlthough exact, the

expression forH (¢) in (E1) is computationally intensive since it involves arttegral over the
hypergeometric function for every value of

Hence a simpler upper bound is derived fd(¢) by writing it as an expectation over the
following function of T,

— 1
9(7) = 1+ ymin (1,7t
0;
1) = [ E[1-g(1)] 75 (52)
The functiong (T') is convex inT'. Letting . = E [T'], using Jensen’s inequality for convex

functions results in the following upper bound f&k(¢) in (52)

H(1) saef/otu—g(u))#dy

- 5 0t min (L“/t)
= 501& /0 [1 + ymin(l,ﬂ/t)] yé

0, min (1, pu/t) o Fy ( [1,1—0];

T 1-9
2 —0; —thin(l,u/t)>

2 Hy(t). (53)
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Thus combining[(49) and (53), an upper bound for CCDF is given by

1
Hyw(t)+1
For H,,(t) in (53), applying the hypergeometric identity 6f {43) siifipk the above upper

P<T>t>§1— (54)

bound and yields

1
oF1 ([1,—0];1 — 8; —60; min (1, u/t))
To complete the proof, we need to provide an expression ferntean interferer packet

P(T>t>§1— (55)
transmission time.. We specify the interferer packet time distribution to dell the distribution

of packet transmission time based on the always active sigaterferer case given in Proposition
. Thus,

N
u:/ (1—2F1([1,(5];1+(5;1—2K/t))dt (56)
0
a 1 —oF ([1,0];140;1—
(:)KlogQ/ 21([75]72+57 v)dv, N — o0.
1 vlog®v

where (a) follows from the substitution= 2%/?,
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