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Abstract—

Networked control systems (NCS) require the data to be communicated
timely and reliably. However, random transmission errors incurred by wireless
channels make it difficult to achieve these qualities simultaneously. Therefore,
a tradeoff between reliability and latency exists in NCSs with wireless chan-
nels. Previous work on NCSs usually assumed a fixed transmission delay,
which implied that the failed packet will be discarded without retransmission,
and thus reliability is reduced. When the channel errors are severe, the NCS
cannot afford the resulting packet loss. In this paper, a delay-bounded (DB)
packet-dropping strategy is associated with automatic repeat request (ARQ)
at the link layer such that the failed packets will be retransmitted unless
they are out-of-date. On the one hand, the packet delay is controlled to be
below the predetermined delay bound. On the other hand, reliability will be
improved because failed packets are given more retransmission opportunities.
This paper investigates the tradeoff between packet delay and packet loss rate
with DB strategies.

Due to the multihop topology of the NCS, medium access control (MAC)
schemes are needed to schedule the transmission of multiple nodes. Moreover,
spatial reuse should be taken into account to improve the network through-
put. In this paper, two MAC schemes are considered, m-phase time division
multiple access (TDMA) and slotted ALOHA. They are compared for differ-
ent sampling rates and delay bounds. TDMA outperforms ALOHA in terms
of both end-to-end (e2e) delay and loss rate when the channel reception prob-
ability is above 0.5 and/or traffic is heavy. However, ALOHA shows a self-
regulating ability in that the node effective transmit probability depends only
on the sampling rate and channel reception probability, but is essentially in-
dependent of the ALOHA-dependent parameters. Then, for light traffic, a
simple ALOHA with transmit probability 1 is preferred over TDMA in NCSs.
The derived relationship between the sampling rate, the e2e delay (or delay



2 Min Xie and Martin Haenggi

bound), and the packet loss rate is accurate and realistic and can be used in
NCSs for more accurate performance analyses.

1 Introduction

Networked sensing and control systems require real-time and reliable data
communication. In the wireless environment, due to the random channel er-
rors, it is difficult, if not impossible, to guarantee hard delay bounds with full
reliability. Many applications of networked control systems (NCS) are delay-
sensitive, but they can tolerate a small amount of data loss. Therefore, it is
sufficient to provide NCSs a balanced guarantee between the delay and the
loss rate.

Previous work on the QoS in NCS usually assumed that the packet trans-
mission delay is fixed [2,8,9,11]. In the practical wireless environment, this
assumption hardly holds since the network-induced delay is random. In or-
der to verify the assumption, in many previous works the packets are allowed
only one transmission attempt. In [9,11], the wireless channel is modeled by a
Bernoulli process with a success probability ps. The failed packets are immedi-
ately discarded without any retransmission attempts. In this case, the packet
delay is a constant equal to one time slot. But the network is rather unreliable.
Reliability completely depends on the channel parameter ps. If p; < 1, the
packet loss rate py, =1 — ps will be too large to be tolerated.

On the other hand, in the fully reliable network, in order to guarantee
100% reliability, the failed packets will be retransmitted until they are received
successfully. Then, the resulting delay is tightly controlled by the channel
parameter p,. Similarly, as p; < 1, the delay will be very long and cannot be
tolerated by real-time applications. Meanwhile, more energy will be wasted
to retransmit packets that are outdated and thus useless for the controller.
In addition, from the perspective of network stability, the traffic rate (or the
data sampling rate) is constrained to be smaller than the channel reception
probability p,. In an interference-limited network, p, at the hotspot nodes are
very small. Then, only light traffic can be accommodated by such networks.

A feasible solution to balance latency and reliability is to drop a small
percentage of packets. A simple strategy is “finite buffer” (FB) [23]. If the
buffer is full, some packets will be thrown out. To guarantee a hard delay
bound, consider a bounded delay (BD) dropping strategy [23], in which the
failed packets will be retransmitted until they are received correctly or their
delay exceed a delay bound B. The maximum packet delay is guaranteed to be
B. The dropping strategy is associated with the node scheduling algorithm to
determine which packets are eliminated. For instance, the NCS applications
always prefer the newly packets over the old packets. Therefore, using priority
scheduling (high priority to new packets) or Last-Come-First-Serve (LCFS)
scheduling, the old packets will be dropped to yield the buffer space for new
packets.
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With respect to real-time NCS applications, the BD strategy is employed
in this paper. The NCS using the BD scheme is referred to as Delay Bounded
(DB)-network. Compared to the fully reliable network, the DB network has
several advantages. First, network stability is not an issue. In case that the
traffic load is too heavy to be accommodated by the channel, some packets will
be discarded, and the network can be finally self-stabilized. Hence, a traffic
rate higher than the channel reception probability ps is allowed in the DB net-
work. Second, less energy is wasted to retransmit packets that will be dropped
eventually (refer these packets to as “marked” packets). As a matter of fact,
given the multihop topology, the sooner the marked packets are dropped, the
better. Third, in interference-limited networks, as the overall traffic load de-
creases, the channel reception probability ps; will be enhanced to admit more
traffic. This feature is particularly helpful for NCS applications. At the cost of
discarding outdated packets, more recent packets will be transmitted to the
controller.

The disadvantage caused by the BD strategy is unreliability, which is mea-
sured by the packet loss rate py, in this paper. However, with coding or net-
work control packets, the transmission errors can be combated and reliability
will be improved. Using B and py, as the maximum delay and reliability and
plugging into the controller [9,11], a more accurate lower bound on the NCS
performance can be obtained.

The system model for a NCS is outlined in Fig. 1(a), where the source (e.g.,
sensor) data are transmitted over multiple wireless hops to the controller.
Node 1 to N are relays. The data generated at the source node is time-
critical, e.g., periodic data used for updating controller output. A loop exists
between the source, the controller and plant. The set of communication links
is modeled as a tandem queueing network (Fig.1(b)). Given the multihop
topology, multiple nodes in tandem compete for transmission opportunities.
Then MAC schemes are needed to schedule the node transmission order to
avoid collision and take advantage of spatial reuse. If packets are of fixed
length, the objective is to analyze the discrete-time tandem queueing network
controlled by wireless MAC schemes.

1.1 Related work

The analysis of multihop MAC schemes in wireless networks essentially in-
volves two issues, the wireless MAC scheme and the tandem queueing sys-
tem. Previous work usually analyzed these two issues separately. The analysis
on tandem networks focuses on the queueing delay, without consideration
of the MAC-dependent access and backoff delay, and the retransmission de-
lay induced by collision. For example, in [14, 15], the delay performance is
derived assuming that the node transmits immediately if the server is free,
and the transmission is always successful. In [6,7], real-time queueing theory
is proposed to explore real-time Jackson networks with Poisson arrivals and
exponential servers for heavy traffic. Poisson arrival and exponential service
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Fig. 1. System models

possess the memoryless property, which significantly simplifies the analysis
from the perspective of queueing theory. However, most traffic models are not
as memoryless as Poisson and cause more difficulties in the analysis, partic-
ularly when associated with MAC schemes like TDMA. Moreover, the traffic
load in NCS is generally not heavy. The assumption of heavy traffic in [6,7]
leads to an underestimation of the network performance.

On the other hand, the analysis of MAC schemes concentrates on only the
access and transmission delay while ignoring the queueing delay. For simplic-
ity, it is usually assumed that the network has a single-hop topology, an infinite
number of nodes, and a single packet at each node such that no queueing delay
is incurred to the packet. More importantly, the traffic flow is generated in an
unpractical way that every node always has packets to transmit whenever it is
given a transmission opportunity. In [3,21] study the access delay of Bernoulli
and Poisson arrivals. In [18], the queueing delay was claimed to be derived
with a special MAC scheme that allows one node to completely transmit all
its packets as long as it captures the channel. For a specific node, the so-called
queueing delay actually includes only access delay and transmission delay.

In the wireless environment, the analysis of MAC schemes additionally
considers the impact of wireless channel characteristics. In [1,22], a capture
model is used to calculate the average packet transmission delay of ALOHA
and CSMA for Rayleigh fading channels. [4] proposes optimum scheduling
schemes for a line sensory network to minimize the end-to-end (e2e) trans-
mission delay. With respect to the BD scheme, its effect upon a single node
is discussed in [5]. In [17], various TDMA schemes combined with the BD
scheme are studied in the single-hop scenario. This paper extends to the mul-
tihop scenario and studies the e2e performance.
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1.2 Our contributions

This paper investigates the tradeoff between the end-to-end (e2) delay, relia-
bility, and the sampling rate in multihop NCS. The main contribution is to
jointly study the MAC scheme, the dropping strategy and the tandem net-
work. The network performance like delay and packet loss rate is determined
by several factors, including traffic, the routing protocol, the channel charac-
teristics, and the MAC scheme. Emphasizing on the MAC scheme, we focus
on a regular line network as shown in Fig. 1(b), which disposes of the rout-
ing and inter-flow interference problem. The obtained performance provides
an upper bound for general two-dimensional networks because 1) the inter-
flow interference is zero; 2) networks with equal node distances achieve better
performance than those with unequal or random node distances.

Two MAC schemes are studied, m-phase TDMA and slotted ALOHA. In
the former, every node is allocated to transmit once in m time slots, and
nodes m hops apart can transmit simultaneously. In the latter, the node in-
dependently transmits with transmit probability p,,. The wireless channel is
characterized by its reception probability ps. The sampled source data (gen-
erated by the source in Fig.1(a)) is modeled as constant bit rate (CBR). The
CBR traffic flow is not only easy to be generated but also more practical than
the traffic models used in previous work for MAC schemes, where the traffic
load is assumed to be so heavy that the node is always busy transmitting. In
practice, this heavy traffic assumption leads to an unstable network. There
is no restriction on the node scheduling algorithm. To simplify the analysis,
we assume First-Come-First-Serve (FCFS). Other scheduling algorithms like
LCFS and priority scheduling can be chosen to better serve the NCS applica-
tion demand.

We will show later that in the TDMA mode, the CBR arrival results in
a non-Markovian queueing system, which substantially complicates the anal-
ysis. Despite of the enormous queueing theory literature, it is still difficult
to track the transient behavior of non-Markovian systems [19], while the BD
strategy is implemented based on the system transient behavior. Even if the
source is deterministic and smooth, calculating the delay distribution in a
time-dependent BD strategy is still a challenge. In addition, non-Poisson ar-
rival causes correlations between the delays and queue lengths at individual
nodes. Closed-form solutions exist only for some special networks, like Jack-
son networks, which do not include the network in this paper. In one word,
accurate analyses are almost impossible in a multihop network with a long
path. Therefore, we start the analysis with the first node, then investigate the
network performance through simulation results.

Combining MAC with the BD strategy, we compare DB-TDMA and DB-
ALOHA in terms of the delay and the packet loss rate. The DB-MAC networks
are also compared with their non-dropping counterparts to exhibit the advan-
tage of the BD strategy. Since the traffic intensity is not necessarily as heavy
as close to 1, ALOHA possesses a self-regulating property, which does not
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exist in the heavy traffic assumption. That is, although ALOHA attempts to
control the packets transmission with the transmit probability p,,, the node
actually transmits with a probability p;, which is independent of p,,.

This paper is organized as follows. Section 2 describes the system model
and presents some results for the non-dropping MAC schemes. Then, TDMA
and ALOHA are studied in Section 3. The self-regulating property of ALOHA
is specially discussed. Their performance are compared through a set of sim-
ulation results in Section 4. The paper is concluded with Section 5.

2 System Model

The set of communication links in NCS (Fig.1(a)) is modeled as a tandem
queueing network, which is composed of a source node (node 0), N relay
nodes, and the unique destination node (node N + 1, also referred to as the
sink node). A CBR flow of fixed-length packets is generated at the source node.
Relay nodes do not generate traffic. Time is divided into time slots. One time
slot corresponds to the transmission time of one packet. The sampling rate
of CBR traffic is 1/r, r € N. Given the channel reception probability ps, the
channel is modeled as a Bernoulli process with parameter p;. The e2e delay
bound is B.

From the perspective of energy efficiency, it is not recommended to drop
the packet only when its e2e delay exceeds B, which often happens when the
packet reaches the last few nodes to the sink. The longer the route the packet
traverses, the more energy is wasted if the packet will be eventually dropped.
So, a local BD strategy is preferred. In order to determine how the local BD
strategy is implemented, we first review the cumulated delay distribution in
non-dropping tandem networks.

In [20], a fully reliable tandem queueing network is studied. CBR Traf-
fic is transformed to correlated and bursty through the error-prone wireless
channels. Even with correlation, the e2e delay is approximately linear with
the number of nodes with respect to both the delay mean and delay vari-
ance, as confirmed by simulation results in Fig.2. Then, it is reasonable to
uniformly allocate B among nodes based on their relative distances to the
source node [16], i.e., the local delay bound D; is set to be D; = iB/N = iD
(i € [1,N], D; € N). Packets are dropped at node i if their cumulated delay
exceeds D;. Intuitively, if a node experiences a delay at node i longer than
D;, then it is highly possible that it has delay longer than B at the final node
N. Parameters of interest include the cumulated delay d; and the packet loss
rate pi at node i (1 <i < N).

As proved in [20], the e2e delay mean of ALOHA is about ps/(1 — ps)
times than that of TDMA. The gap is even larger for the delay variance as
shown in Fig. 2(b). However, in the wireless multihop network, TDMA is not
feasible to be implemented, and simple MAC schemes like ALOHA are more
desirable, even though TDMA substantially outperforms ALOHA in terms
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of both throughput and delay. The BD strategy is a solution to reduce the
performance gap between TDMA and ALOHA.
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Fig. 2. Comparison of delay performance in the TDMA and ALOHA network with
m=3,r=4,ps =08, N =28

Note that in the DB network, the packets are dropped according to their
delays. Conventional queueing theory keeps track of the buffer size and cannot
capture the packet dropping event [23]. So, we use a delay model [5], in which
the system state is denoted by the packet delay such that the delay-dependent
packet dropping event can be directly depicted through the system state.

3 Delay Bounded Wireless Multihop Networks

3.1 m-phase TDMA

The m-phase TDMA scheduler takes advantage of spatial reuse so that nodes
i,m+14,2m+i,... (1 <1 <m) can transmit simultaneously. A transmission
can be either a transmission of a new packet or a retransmission of a failed
packet. Instead of being divided into time slots, now the time is divided into
frames of m time slots. For a node, the beginning of a frame is the beginning
of the time slot allocated to this node. The transmission rate is 1/m, and the
transmission is successful with probability ps;. To guarantee system stability,
r > m. For heavy traffic, we assume m < r < 2m. At the frame level,
the service time is geometric with p;. We start with the first node since it
determines the traffic pattern of all subsequent nodes.

At the frame level, the interarrival time 1 < r/m < 2 is not an integer even
though it is a constant. As a matter of fact, the number of packet arrivals in one
frame jumps between 0 and 1, depending on the arrival pattern of all previous
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r — 1 frames. This dependence makes the resulting queueing system more
complicated than the G/M/1 system, where the interarrival times are identical
and independent. Hence, a standard Markov chain cannot be established as
usual to keep track of the buffer size. Instead, we resort to the delay model that
denotes the delay of the Head of Line (HOL) packet as the system state [5].
The system state is the waiting time of the HOL packet in terms of time
slots, but the state transitions happen at the frame boundaries. Since the
waiting time is the difference between the present time and the packet arrival
time, the state value might be negative when the queue is empty and the
next packet arrival does not happen. The absolute value of the negative state
represents the remaining time till the next packet arrival. With a constant
interarrival time r, the transition probability matrix P = {P;;} is:

ps 0<i<D-m, j=i-A4,
1 D-m<i<D, j=i—A or i<0, j=i+m,

where A := r —m > 0. At frame ¢, let the HOL packet be packet k& and
its waiting time wy(t). If the transmission is successful, packet k departs at
frame ¢, and the subsequent packet k + 1 becomes the HOL packet at frame
t + 1. The waiting time of packet k + 1 at frame t is wyy1(t) = wr(t) —r. It
increases by m up to w41 (t+1) = wi(t) —r +m = wi(t) — A at frame ¢t + 1.
Therefore, the system state transit from wyg(t) to wi(t) — A with probability
ps- If wr(t) < A, packet k is the last packet in the buffer and the buffer
becomes empty after its transmission. Then, the system transits to a negative
state 1 = —(A — w(t)) < 0. For m < r < 2m, the server idle time does not
exceed one frame. Then, there must be a packet arrival during frame ¢+1. This
new packet may arrive in the middle of frame ¢+ 1 and cannot be transmitted
immediately. The waiting time to access the channel is m +¢ > 0. Then the
negative state i transits to a positive state m + ¢ with probability 1.

If the transmission is failed and w(t) < D — m, the HOL packet remains
at the buffer and will be retransmitted after one frame. Its delay increases by
m up to w(t + 1) = wi(t) + m < D with probability ¢s. If wg(t) > D —m,
this HOL packet k will experience a delay greater than D after one frame and
be discarded (maybe in the middle of the frame). Then, at the beginning of
frame t + 1, packet k + 1 becomes the HOL packet with a delay wy1(t+1) =
wg(t) — A. Recall that if the transmission is successful, the positive state wy(t)
transits to state wg(t) — A, as well. In other words, if wg(t) > D — m, the
system state always transits to wg(t) — A with probability 1, regardless of
whether the transmission is successful or failed.

The steady-state probability distribution{w;} can be obtained either iter-
atively or by using mathematical tools to solve m = wP. For a critical case
A =1, {m;} is derived in terms of 7y as follows (g, £21-p,):
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If the HOL packet is transmitted successfully, its delay at the first node is
wy(t) plus one time slot for transmission. Therefore, the delay distribution
{d;} is completely determined by the probabilities of non-negative states,

where

Ti—1
EjZO Ty

In the m-phase TDMA network, the node transmits at the frame bound-
aries. A packet may be dropped in the middle of a frame if it experiences
a delay greater than D — m at the beginning of this frame and fails to be
transmitted. The packet dropping probability is

(1 _9s E'D—D 1T m
p) = LZimDomit Ty (4)

By observing the balance equations, we obtain

_;;:1

qszi mi+m 1<i<m )
m = ]
! gs Ej:i—m Uy 12> m,

where k = min{i, D — m}. (5) holds for the delay distribution {d;} as well.
Apparently, d; is jointly determined by | = min{é, m, B—1i} consecutive states
below %, which results in a backward iteration. If D —m > m, the probability
mass function (pmf) of the first node delay is composed of three sections,
[1,m],[m+1,D—m+1],and [D —m +2,D + 1]. If D < 2m, the pmf will
be simpler. Since a smaller D causes a higher dropping probability, a general
condition for the delay constraint is D > 2m to ensure that every packet has
at least one transmission opportunity. Because both m and D are positive
integers, the smallest possible value of D is 2m + 1.

Note that as D — oo, [20] has shown that the output of the first node is
a correlated on-off process. This correlation exists even if D < oo. Then, the
following relay nodes are fed with bursty and correlated traffic, which makes
it difficult to analyze the resulting network. So, for D < oo, the network
performance is investigated through simulation results.

The e2e delay is the sum of all local delays. The delay mean p and the
dropping probability pr, can be upper bounded as follows:
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N
M=Z d; < Npy (6)
=1
N .
pr=1-JJ-p) <1-(@-p)". (7)
=1

The tightness of these upper bounds depends on pg). The fewer packets are

dropped, the closer pg) to pg), and the tighter is the bound.

3.2 Slotted ALOHA

In slotted ALOHA, each node independently transmits with probability p,,.
Note that p,, represents the node transmission opportunity. The node actually
transmits only if it is given a transmission opportunity and it has packets
to transmit, which depends on its buffer occupancy. Traffic and the channel
model are the same as in TDMA. Again, we start with the first node, which
is observed at the time slot level. Given the success probability ps, a packet
departs the node if and only if the node is scheduled to transmit and the
transmission is successful, with a probability a = psp,,. Otherwise, the packet
is retained in the buffer or discarded. The service time is geometric with a.
The system state is the waiting time of the HOL packet. The state transition
probabilities are

l—ai€0,D),j=i+1
Pj={a i€l0,D),j=i—r+1 (8)
1 i<0, j=i+1 ori=D,j=D—r+1.

At slot ¢, assume that the HOL packet is packet k with delay wy(¢). If wg(t) <
D and the packet successfully departs the node with probability a, the next
packet becomes the HOL packet at slot t41 with delay wg41 ((+1) = wg1()+
1 = wg(t) — r + 1. Otherwise, if the packet fails to depart the node with
probability (1 — a), it remains as the HOL packet with its delay increased by
one. If wg(t) = D, either the packet is transmitted successfully or not, it has
to be deleted from the buffer since its delay exceeds the bound D at slot ¢ + 1.
In this case, the system state transits from D to D — r 4+ 1 with probability
1. The negative states indicate an empty buffer and the system is waiting for
the next new packet arrival.

The delay distribution {d;} is calculated based on {m;} and (3) like in
TDMA. Since the packet dropping possibly occurs at the time slot boundaries,
the packet dropping probability is

1—a)r
i = % — (1 = papm) 7D 9)

Rewriting the balance equations, we obtain
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oo i<D-r+1 (10)
¢ (1—-a)riy D—-r+1<i<D,

where k = max{0,:}. (10) holds for {d;}, as well. Different from the TDMA
network, (10) exhibits that d; is jointly determined by r — 1 consecutive states
above 4, which results in a forward iteration. The pmf essentially consists of
three sections, [1,D —2r+2],[D —2r +3,D —r+1],and [D —r+2,D +1J.
A general setting is D > 2(r — 1), so that the pmf contains all three sections.

Note that the node transmits with probability p,, when its buffer is non-
empty. In other words, the effective transmit probability is p; = Pgp,, where
Pg is the node busy probability. In previous work, the traffic load is so heavy
that Pg = 1. Then the effective transmit probability p; is identical to the
transmit probability p,, so that the performance of ALOHA networks can
be optimized by manipulating p,,. However, if the traffic load is light and
Pp < 1!, which is highly possible in ALOHA networks, simply optimizing py,
does not necessarily lead to optimization of the network performance.

As a matter of fact, based on queueing theory, the busy probability of node
iis P§ = \i/(pspm), where )\; is the arrival rate to node i. As the delay bound
D goes to infinity, it is easy to show that A; = 1/r for all ¢ and thus Pg =
1/(rpspm). Naturally, the effective transmit probability p; = 1/(rp,) depends
only on the traffic rate 1/r and the channel reception probability ps, and is
completely independent of p,,. Since the network performance is essentially
determined by the effective transmit probability p;, this observation implies
that the ALOHA parameter p,, does not contribute to the change of the
network performance. In the DB-ALOHA network, due to packet dropping,

the arrival rate A; to node i is a function of the loss rate pg), Ai = di—1(1— pg).

The packet loss rate p(LZ) depends on the delay bound D, the service rate
a = 1/(pspm) and the arrival rate A; ;. Through intuition, p; is not completely
independent of p,,. However, in most cases the loss rate is required to be
relatively small. Then P} = 1/(rpspm), and it is reasonable to say that p; is
independent of p,,.

From the analysis in [20] we can see that the longer delay of ALOHA
is mostly caused by the longer access delay, which is proportional to 1/p,.
When the traffic load is light, a large p,, will lead to a small access delay
and significantly improve the e2e delay. In this sense, to optimize the delay
performance of ALOHA, p,, should be chosen based on the traffic load, which
has been ignored in previous work because of the heavy traffic assumption.
For example, in [10], the throughput is maximized by p,, = 1/N without con-
sideration that the node does not need contend for transmission opportunities
when its buffer is empty.

! Pg is essentially a function of p,.
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4 Simulation Results

A set of extensive simulation results are provided to expose the performance
of the DB-TDMA and DB-ALOHA network. First of all, the fully reliable
(non-dropping) TDMA network is compared with the DB-TDMA network in
Fig. 3. We set m = 3 and p; = 0.8 for both networks. For the DB network, we
additionally set the interarrival time » = 4 and D = 4, which results in an e2e
dropping probability py, &~ 0.20. It implies that 20% packets will be discarded
and the throughput is (1 — 0.2)/r = 1/5. In the non-dropping network, all
generated packets will be successfully delivered to the sink and the throughput
is exactly the traffic rate 1/r. Accordingly, for the non-dropping network, we
set the interarrival time r = 5 such that both networks are compared under
the identical throughput.

30 60
—>Non-dropping - Non-dropping
o5t | 13-BD dropping ; ; 50l £1 BD dropping
g

. 40t
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Fig. 3. Comparison of the non-dropping and DB-TDMA network with m = 3, N =
9,ps =0.8

With the BD strategy, the e2e delay decreases. A substantial improvement
is particularly reflected on the delay variance that is reduced by 60%. On
the one hand, simply reducing the traffic load at the first node does not
improve the network performance significantly. On the other hand, although
introducing redundant packets does increase the traffic load, it enhances the
delay performance. In addition, the lost packets can be compensated for by
the redundant packets, which ensures reliability. In this sense, the BD strategy
is very helpful to achieve a good balance between latency and reliability.

4.1 m-phase TDMA network

Throughout this section, the m-phase TDMA network is assumed to have
m = 3,r = 4,N = 8. Compared to the pmf of the non-dropping TDMA
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network, the pmf of the cumulated delays from node 0 to node i (1 <i < N)
is truncated based on B/D (Fig.4) . For D > 2m, the pmf of the cumulated
delay is scaled. In Fig.5, the e2e delay mean and variance are shown for
ps = 0.8,D = 10. The delay mean approximately linearly increases with
the number of nodes. In comparison with the non-dropping TDMA network
(D = 00), the delay mean is reduced by 40% and the delay variance by 75%.
The resulting e2e packet loss rate pr, = 0.0414 ( as listed in Table 4.1) is
acceptable when the aforementioned packet-level coding scheme is applied to
combat the network unreliability.

02 node 1

node 1
0.1fj| -node 1 0.1 0.1

node 8

ode 8

0 50 100 150 0 20 40 60 80 100 0 10 20 30 40 50
Dig Dil_g Di_g

(a) D =20 (b) D =10 (c) D=6

Fig. 4. pmf of the cumulated delay in the TDMA network with m =3,r =4,p, =
08,N=38

D
Ps 5 0 | 15 | 20

0.7 |0.9615|0.3742]0.2183]0.1678|0.1431
0.750.9331[0.2621]0.1229(0.0803|0.0589
0.8 |0.8880[0.1550(0.04140.0142|0.0058

Table 1. E2e dropping probabilities of the TDMA network with m =3,r =4, N =8

The dropping probability is to be traded off against the delay. A smaller D
results in a smaller delay and a higher local dropping probability p(LZ) at node

i, which is shown in Fig.6(a). As D increases, p%) decreases more slowly. It
implies that the major packet loss occurs at the first few nodes of the chain.
This property is desirable since the downstream nodes do not need to spend
energy to transmit packets that will finally be discarded. For large D, the
per-node dropping probability asymptotically converges to zero.

Fig.7 demonstrates the effects of D. Both the delay mean and the delay
variance are nearly linear in D, particularly when D is small. Unsurprisingly,
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Fig. 6. Packet dropping performance for the system with m =3,r =4,N =9,p, =
0.8

the e2e dropping probability pr asymptotically decreases with D. For large
D, say D > 10, the decrease of pr, becomes very slow. Thus, simply increasing
D does not help to improve reliability, but does harm the delay performance.
There may exist an optimal D to achieve the best balance between the delay
and the packet loss. Unlike in fully reliable networks [20], the delay perfor-
mance is not severely deteriorated by the drop of p, (Fig.8). Moreover, as long
as D is sufficiently large, even if the traditional stability condition does not
hold, the resulting e2e dropping probability is so moderate that both the data
latency and reliability are guaranteed. For instance, considering the critical
case ps = m/r = 0.75, for D > 20, the packet loss pr, < 0.05 is negligible. For
small D like D = 10 and pr, < 0.13, it is not difficult to introduce redundant
packets for reliability.
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Fig. 8. The impact of ps in the m-phase TDMA network with m = 3,r =4, N =
9,D=10

4.2 Slotted ALOHA

This section discusses the performance of the DB-ALOHA. To compare with
TDMA, we set p,, = 1/m and m = 3,r = 4,N = 8. Different from the
TDMA system, the pmf tail is both truncated and twisted by applying the
BD scheme (Fig.9). But the delay central moments and the dropping proba-
bility behave similarly as in TDMA. Specifically, the delay mean and variance

linearly increase with the number of nodes (Fig.5(a) andFig. 5(b)), and the

per-node dropping probability p(Li) diminishes with the node index 7 and the

first node experiences the maximum packet loss (Fig. 5(c) and Fig. 6(b)). The
e2e dropping probability py, is listed in Table 2.

Like the TDMA network, both the delay mean and variance are approx-
imately linear with D (Fig.10(a) and Fig.10(b)). The dropping probability
pr. (Fig.10(c)) sharply decreases with small D. However, for D sufficiently
large, say D > 30, the decreasing speed is decelerated and py, eventually con-
verges to zero. Apparently, a larger D is needed for pr to reach zero. The
impact of ps is displayed in Fig.11. Again, the drop of ps causes a very small
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Fig. 9. pmf of the cumulated delay in the ALOHA network with m = 3,r =4,p, =
0.8, N =38

D
Ps 7 10 | 20 | 30 | 40 | 50 | 100

0.70[0.9999]0.4243]0.2505|0.1911|0.15990.1423 [0.1048
0.75/0.9999]0.3481]0.17840.1164]0.0863]0.0692 [0.0341
0.80[0.9998]0.2731]0.1020]0.0477|0.0238]0.0127 [0.0000

Table 2. E2e dropping probabilities of the ALOHA network

difference in the delay mean and variance, but results in an increase of the
per-node packet dropping rate. Moreover, the per-node dropping probability
asymptotically converges to zero.
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Fig. 10. The impact of D in the ALOHA network withm = 3,r =4, N = 8,p, = 0.8
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Fig. 11. The impact of p, in the ALOHA network withm =3,r =4, N =8,D =10

4.3 Comparison

In the fully reliable network, the TDMA network substantially outperforms
the ALOHA network in terms of the delay (Fig.2). In the DB network, the
performance gap between TDMA and ALOHA becomes fairly small. As shown
in Fig. 5, the difference of the delay mean between the TDMA and ALOHA
network decreases from 300% (reliable) to 20% (DB); while the delay variance
difference changes from 750% (reliable) to 10% (DB). The main performance
degradation caused by the random access is the dropping probability. For
ALOHA, the local dropping probability ps-f) at node ¢ is almost five times

than that of TDMA. Moreover, p%) of ALOHA converges to zero more slowly
than TDMA. However, if packet-level coding is applied to introduce redundant
packets to compensate for the dropped packets, ALOHA is is a feasible MAC
scheme that achieves a good delay performance. As a tradeoff, when the gap
in pr, is reduced, the gap in the delay moments will be increased.

The pair (B,pr) can be used in the controller design to optimize the
NCS performance as shown in [10,13]. With nonzero packet loss pr, and the
maximum packet delay B, the controller system can be written as a Markovian
Jump Linear System (MJLS). Optimizing the MJLS system can optimize the
NCS network with MAC schemes.

5 Conclusions

This paper aims to provide a more accurate measurement to optimize NCS
networks with MAC schemes. Previous work usually assumed the wireless
channels as a constant-delay, which is not practical. We derive the e2e delay
and packet loss probability of DB multihop wireless networks for two MAC
schemes, m-phase TDMA and probabilistic slotted ALOHA. These parame-
ters can be used by the controller to evaluate the performance. The e2e delay
mean and variance are approximately linear with the number of nodes. The
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local dropping probabilities p(LZ) asymptotically converge to zero. A moderate
delay bound B is sufficient to guarantee a small packet loss and thus achieve
a good balance between reliability and latency.

Compared to fully reliable networks, the e2e delay of DB networks be-
comes less sensitive to the channel reception probability ps. This improve-
ment is desirable since the network performance is not expected to rapid
fluctuate with p,, which basically cannot be controlled. Besides, with the BD
strategy, the delay performance gap between TDMA and ALOHA is reduced.
Due to the implementation complexity and overhead, TDMA is less favored
than ALOHA. But ALOHA has poor delay performance. With the reduced
performance gap, ALOHA becomes more practical.

We also show that ALOHA possesses the self-regulating property. For light
traffic, unlike previous work [10], we find that a large transmit probability p,,
does not degenerate the network performance as for heavy traffic. Previously,
Pm = 1/N (N is the number of nodes) is thought to optimize the throughput.
As the network enlarges, p,, becomes very small and the resulting delay is
long. From the perspective of the delay, a large p,, is preferred, particularly
when it does not decrease the throughput substantially.

This paper considers a FCFS node scheduling for analysis tractability.
Other scheduling algorithms that favor the newly arriving packets like LCFS
and priority scheduling, may be more desirable for NCS applications. In the
future work we will discuss how NCSs perform when associating with the BD
strategy and other scheduling algorithms.
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