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Abstract—This paper first presents a geometric analysis of the Some MAC protocols with power control are considered in [8],
convergence condition for the Foschini-Miljanic power cotrol 9], [10]. Limited to CSMA, transmissions are scheduled in
algorithm. Then, based on the analysis, the Dynamic Distribted  g,ch 3 way that close nodes never transmit simultaneously to

Power Control MAC (D2PC-MAC) scheme is proposed for . - .
wireless networks. [FPC-MAC achieves high spatial reuse, since avoid collision. In contrast, BPC-MAC allows transmissions

power control enables nesting of concurrent links, thereby as long as the convergence conditions of the power control al
achieving a high density of successful links. The MAC scheme gorithm are satisfied. As a result, the spatial reuse is ingaip

starts by trying to accommodate all links and then eliminatng  which leads to better network performance.
transmitters causing too much interference in two stages, &cal

stage and a global stage. Both stages operate in a fully didtuted Il. CONVERGENCECONDITION FOR POWER CONTROL
manner. Simulation results confirm the expected gains relate to

standard MAC schemes: the spatial density of successful ks is A Review of Power Control Algorithm

increased by about a factor of4 compared to CSMA and about Here we briefly review the power control algorithm pro-

a factor of 8 compared to ALOHA. posed in [1]. The goal of power control is to adjust the traitsm
powers such that the SINR of each receiver meets a given

. INTRODUCTION threshold required for acceptable performance. The SINR fo
A. Motivation and Contribution the ith receiver is given by
Since the wireless channel is shared, the maximum number i = ai P 1)
of possible concurrently scheduled links is critical foeth ! Zi# a;ijP;+n’

network capaqity. Therefore, it is a crgcial design issue in wherea;; is the channel gain from thgh transmitter to the
MAC layer to find the largest subset of links that can be us%i] receiver,P; is the power of theth transmitter, and is the

simultaneou_sly f”‘”o_' to assign optimal power levels. In thés Pnoise power. Each receiver has a minimal SINR requirement
per, Dynamic D|s_tr|bl_1ted Power ControI_MAC %IBC'MA_C_) £ > 0. This constraint can be represented in matrix form as
is proposed, which increases the spatial reuse significantl

compared with ALOHA and CSMA protocols.ZPC-MAC is (I-F)P > u, (2)

a joint MAC and power control algorithm that operates in two _ o T n :
stages. A subset of links is preselected in the local stage O]yvhereP = (P,---, P)" € RY (denoted a3 > 0) is the

D2PC-MAC scheme. Instead of essentially creating a gua?glumr.] vector of transmit powers, = (37, 327, - )
. : and F' is a matrix with

zone around the receivers as in CSMA, a novel method is )

proposed to obtain a valid subset of links. In the globaletag [ { 0, ifi=j 3)

of D2PC-MAC, a modified distributed power control algorithm Y P, ifi#]

is used to guarantee that the remaining links can succéssful wherei,j € {1,2,--- ,n}.

transmit with optimal power levels. The Perron—Frobenius eigenvalag of the matrix F' is
defined as the maximum modulus of all eigenvaluesrof

B. Related Work From [1], if o < 1, there exists a vectdP* > 0 that satisfies

Transmission power control plays an important role in th@). Also, when the eigenvalue condition holds, the itemati
design of wireless networks. Much of the study on cellulatistributed power control algorithm
network power control started in 1990s and involved minimiz p
ing the total power while maintaining the fixed target signal Pi(k+1) = mpi(k) (4)
to-interference ratio (SIR) or signal-to-interferencelanoise . ) .
ratio (SINR) at the desired receiver such as [1], [2], [3]. AfONVETgEs, Wherﬁ?(k) Is the current S,lNR forth_recelve_r at
efficient and distributed power control algorithm for cédiu tme k, and F;(k) is the power of theth transmitter at time
systems was provided in [1]. [4] has shown the applicabilillf/'
of the distributed power (;o_rltrol algor!thm in [1] tq wireke_s B. The Two-Transmitter Case
ad hoc networks. A heuristic scheduling scheme is provided o 4 ]
in [4] to determine a maximum subset of concurrently active ASSUMe that the channel gainds; = (7)", wherey is
links by shutting down the link with the minimum SINR untilPath 10Ss exponent), is the normalization distance, ark};
all the SINR requirements are satisfied. [5] proposed a joifst the distance between transmitfeand receiver. For the
power control and scheduling algorithm. two-transmitter case, the eigenvalue condition of maftiis:
There has been intensive recent research on MAC protocols diada; 2
for wireless networks (see [6], [7] and the references thire dy11dzo pr- ®)




Now, assume that the distance between the two receivers ‘5 4

2a and receiver 1 (Rx1) is at—a,0) and receiver 2 (Rx2) o o i
at (a,0). Our goal is to find out what constraint these two ? 7% ‘ ‘ ) 783

transmitters (Tx1, Tx2) have to satisfy in order to guarante ,|
that the distributed power control algorithm converges.

First, fix the location of Tx1 and define a parameter 0 ° ‘
AN So=1r
d -1r B \\\ B ’//
b2 pr 2L (6) T
d21 -2r -l
The convergence condition (5) can then be written as -
d 52 1 0 1 2 34 -2 0 2 4
d—Z>b. 7 (a) gt = (b) Gt =3
Givenb, (6) and the following equation Figure 1: Tx2's ROC for different locations of Tx1 in the Far
d Casea=1,v=4,p=12dB
2y, (8) 2 .
dag 2) Near Case (b < 1): Forb = pydyi/day < 1, TxX1 is

describe two circles. It is apparent that the condition (4)Sid€ or on the circle, and (7) describes the area outside

for the power control convergence only depends on the rati circ_IeC_Q. Fig. 3 shqws x2's R.OC for diﬁer_ent locations
dva/doz, diy /day. of Tx1 insideC. In particular, for Fig.3(b), the circlé; turns

Define two critical circles’; andC, corresponding to (6), ‘I,?r:?e:g?,,yo?gs |(.2 J;stl tsgdncélﬁt/ g:fflf Elalr?eand therefore the
2

(8) respectively:

={zeRyeR: (z—xz1)>+y*> = R%}, (9)  Spmmmmmeses 3
={zcRyeR: (z—22)*+y*>=R3}, (10) 2
where 1t
b2+ pt/7 2abp?/7 o |
Ty =a 2 _ _4/y’ 1= 4 — 120’
b2 — pt/7 [Pt/ — b2 o
b2 +1 b ,
T = Q55— = 20— el
S R b2 —1]
The points that satisfy = 1 form a circle (denoted bg) T 0 1 2 3 3 -2
centered atzo,0) with radius Ry, where @ =3 b) § =1
P 41 2/ Figure 2: Tx2’s ROC for different locations of Tx1 in the Near
o= 0 aE T R0:2a7|p4/7_1|- Casela=1,y=4,p=12 dB

In the following, we distinguish two cases, tRer Case for Generally speaking, if Tx1 is located on the circlg Tx2
which b > 1 and theNear Case for which b < 1. Therefore, can be located either inside or outside the citélelepending
the circleC is a boundary for the two cases. on the value of. If Tx1 is inside the circleC (b < 1), Tx2

1) Far Case (b > 1): In this case when Tx1 is fixed oncan only be located outside the ciralg; on the other hand,
circle C1, Tx1 is in the area outside the boundary cir@e Tx2 is always inside the circlé, if Tx1 is outside the circle
Eq (7) means that Tx2 has to be located inside the cigle C(>1),
when Tx1 is onC;. As the parameteb increases from to
oo, the locations for Tx1 will cover all the area outside th&. Relation of 2-Transmitter Case and n-Transmitter Case
boundary circleC, and for every location of Tx1 there is a Assume that there are a total of> 2 transmitter-receiver
corresponding area inside ciralig for Tx2’s location. pairs (links) in the system. For any two of them, if their

Fig. 1 illustrates the Tx2's location constraint for diéat pairwise SINR conditions cannot be satisfied, the overall
ratios dq1/d21. For Fig.1(a), when Tx1 is on the dashe®INR conditions cannot, either. This result is intuitivethe
circle (d11/d21 = 2), the dotted area shows the region ofoncurrent transmission of two links cannot be guaranteed,
convergence for the power control algorithm. Here, theargi that of more than two links cannot, either.
of convergence (ROC) is defined as the area of Tx2's locationOn the other hand, it is possible that the overall SINR
that can guarantee the convergence of the power conttohditions cannot be satisfied although every link pair agnon
algorithm when Tx1 is fixed. The case is especially intengsti the (g) pairs satisfies the pairwise SINR conditions. However,
because Rx2 is sometimes closer to Tx1 than Rx1 and it dais highly likely that there is at least one link pair thabldates
still receive from Tx2 as long as Tx2 is inside the circle¢he pairwise SINR conditions when thelink system cannot
Cy. Clearly, CSMA would not allow such two links to besatisfy the SINR conditions. In this case, those link paies a
concurrently scheduled. the cause of the overall SINR violation. If at least one lifk o



a pair that violates the pairwise SINR conditions is elinta  the power control algorithm convergesy < 1) and the
the system likely satisfies the overall SINR conditions. &lec number of the experiments conducted.

that for the Perron—Frobenius eigenvaldae ) of matrix F' in
(3), or < 1is the convergence condition for the power controltemma 1 A lower b_ound of the PCCR (denoted as PC(.:RE)
as a function of the distance (2a) between two receivers is

algorithm. If any subsystem consisting of two links (sayklin

j and k) is chosen out ofn, its power control convergence 1 _ (2ab)? q o B (2a)?
condition isopp; k) < 1, whereF'[j, k| is defined as b 202(b + 4)? P 202(b+1)2 )|~
0 Pajk
Fljkl = | pay, a6k : (11) Proof: First fix the parameteb in (6) and the circleC;
aj; can be obtained. Its corresponding cir€leis also known by
Conversely, ifer > 1, the power control algorithm for the (10). Next, find the tangent circle (denoted @5 ) to C, at
n-link system will diverge and therefore the links cannot POINt (d1,0) and centered &t-a,0) and also that (denoted as
coexist. Similarly ifo(; 5 > 1, the power control algorithm Cz2 ) 1 Cz at point(dz, 0) and centered aa, 0), where
for the 2-link subsystem will also diverge. Therefore, the _ 2/ _
: o L _ b—p b—1
relation between the-link divergence condition an@-link dy = am, 2 = ab+—1-

divergence condition is equivalent to that between > 1 o , L , .
and op;;y > 1. For the n-link system ¢ > 2), define By the conclusion in Section II-B, it is clear that if Tx1 is

the conditional likelihood oP-link divergence givem-link located insideC; and Tx2 insideCy, their pairwise SlN/R
divergence as the probability @link divergence given that cond|lt|on can be satisfied. Note that the radii@f and C;
the n-link system diverges. are Ry and Ry, where

N

e 2ab , 2a

1_b+p2/77 2_b+1
Two receivers (Rx1 and Rx2) are &ta,0) and (a,0). The
distance R} between Tx1 and Rx1 is Rayleigh distributed,

and the angle between the segment Tx1-Rx1 anakis is
randomly chosen betweel and 27; Tx2 is chosen in the

-O-y=4

N
Sy

Conditional Likelihood
&
Average number of Divergent Link Pairs

07 Sy same way. As a result, the probabilities that Tx1 is insie
e Z and Tx2 insideCY, are, respectively,

&
14 2

2 nG: Numger ofllfinks 1 n:GNumger of}_(i)nks 7owu —1 (2ab)2 -1 (2(1)2
(a) (b) =m0 a2 ) 2T TP Tz 1102 )
Figure 3: Relation betweem-link divergence and2-link Since the locations of Tx1 and Tx2 are independent, PCER
divergence with different path loss exponento = /2/7, p; - p2. Therefore, (12) holds. ]
p=12dB Note that the pairwise SINR conditions can be easily

satisfied if two links are well separated. Fig. 4 illustratks

Fig. 3(a) shows the conditional likelihood aflink diver- PCCR as a function of the distance between two receivers
gence givem-link divergence. In the simulation, transmitter§2,) in simulation and also its lower bounds given by Lemma
are uniformly distributed in 20 x 20 square and their asso-1. Fig.4 indicates that when verifying the pairwise SINR
ciated receivers are uniformly located in the circle cesder condition, we might only need to calculate the pairwise SINR
at these transmitters with radius Rayleigh distributed with with its nearby links i(e., 2a < 3) in order to further reduce
expectationE[?] = o+/7/2. The same setup is used for thehe computational complexity.
following simulations in this paper unless specified othHisew
It clearly illustrates that if then-link system cannot satisfy
the power control convergence conditions, there existsesom
link pair whose power control algorithm will diverge with Our D?PC-MAC scheme operates in two stages. First, link
high probability ¢ 0.98 for v = 4). Therefore, then- scheduling is responsible for preselecting a subset ofslink
link system divergence is purely caused by the divergencelyf removing the culprit links that cause strong levels of
some link pair(s) in most cases. Fig.3(b) shows the averagterference. Since thelink divergence ana-link divergence
number of link pairs failing to guarantee the convergence afe well related, those culprits can be identified as the ones
the power control algorithm when the overall system divergehat violate the pairwise SINR conditions and thereforeseza
As is shown, this number of such link pairs increases abotiblation of the overall SINR conditions. After all the cuip
quadratically with the total number of links. While the & link pairs are identified, one link of each pair is eliminated
of the pairwise SINR violation and global SINR violation hagither randomly or deterministically.
been confirmed by simulation, a theoretical analysis may notin the local stage above, a subset of links is obtained that ha
be possible. no pairwise SINR violations. As a result, most links thatgpet

Next, define the Power Control Convergence Ratio (PCCRally cause strong interference to others have been editath
as the ratio between the number of the experiments in whi¥bt, the power control algorithm for remaining links maylsti

IIl. DYNAMIC DISTRIBUTED POWER CONTROL MAC
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Figure 4: PCCR and its lower bounds with differeintas
a function of the distance between two receivess: =
2/m,y=4,p=12 dB

diverge. In global stage of our MAC scheme, we will continu

Algorithm 2 (D2PC-MAC version 2)

1:
2:

Algorithm 2 is the same adlgorithm 1 except for step 2.

Let each link in the labeled pairs count in how many pairwise
SINR violations it is involved. Denote the link with maximum
number of pairwise SINR violations gsand eliminate it. For all

the other links involved in a pairwise violation with, remove
their labels and reduce their number of violations hyFor

a draw where there is more than one transmitter that has the
maximum number of pairwise violations, choo%erandomly
among all candidate links.

Transmit Power

e

scheduling the subset of links while obtaining the optimal

power levels and satisfying a peak power constrdihf..

for each link at the same time. If the optimal power vector
P < P.ax, the SINR conditions are satisfied. Otherwise, if

some transmitter’s power reachéy,.., its SINR condition

will be violated [5]. In the global stage, implement the powe _ _
control algorithm in (4) and eliminate the links as soon airth Figure 5: Power Trajectoriest = /2/7, p = 12dB, v = 4,
transmit powers react,,... Thus, the remaining links can/ = 1.5, Pmax = 10

satisfy their SINR conditions, and their power will converg

someP < P,ax. Consequently, the remaining links constitute

the subset of links that can transmit concurrently with ojadi
power levels. The details are given in the following aldamit:

Algorithm 1 (D2PC-MAC version 1)

1: (Local stagg Given a setS of n links, calculateop; ) for
all j # k, 5,k € {1,2,--- ,n}; if T, k) > 1, label them as
pairwise SINR violation pairs from to n';
For link j; and link k; in labeled pair;, randomly remove one
of them (say linkj;) from setS and get rid of the labels of the
pairs that involve linkj;

Repeat2 until all labels are removed and the updated Sétas
no pairwise SINR violations

(Global stagg Run the power control algorithm for the remain-
ing links in sets;

if any link's powerP > Ppax, shut down the link(s) immedi-
ately;

Run the algorithm until the iteration number reaches praddfi
N or the SINR for each link converges within the range o
desired thresholg.

Remarks:

even though its power assignment does not redgh..
However, the convergence rate of the power contr
algorithm is high. Moreover, the desired SINR can b

f

12

Shut Down
Both

10

1.
Shut Down /
VA

Number of Iterations

that our power control algorithm converges almb@h%
within a number of N (IV = 30 in simulation) iterations.
The worst case i88.1%, and the average is abo98%.
Fig.5 shows how the power levels are updated using
Algorithm 1.

The local stage is distributed if each node has the location
information of the other nodes in its neighborhood, since
the eigenvalue condition only depends on the distance
between the nodes. Furthermore, Lemma 1 indicates that
pairwise SINR violation is less likely if the two receivers
are far from each other. Therefore, each link only need
to calculate its pairwise SINR with the links nearby.

The scheduling algorithm in [4] requires that each trans-
mitter has the knowledge of the SINR measurements from
all the receivers in order to make scheduling. However,
the global stage of our MAC scheme only needs the SINR
from its own receiver and decide if it can transmit based
on its own power level.

For the purpose of comparison, we use the CSMA scheme
implemented as follows: if a receiver's interference power
« Given a finite number of iterations, it is possible thalevel is smaller than a threshold?(), the receiver sends a

the SINR requirement for some link cannot be satisfi@edback signal to its transmitter to set it transmit usiog/@r
level given by

ol
e

Bpin
ai

P’i:

(13)

chosen ag1 + ¢)p (¢=0.05 in simulation) instead op whereg serves as a marginal protection to tolerate interference
in (4) to speed up the convergence. Simulation also shoftsm other links, and the other parameters are given in Secti



[I-A. The CSMA scheme is described in detail Adgorithm

3:

Algorithm 3 (CSMA)

1:

2: If transmitteri’s timer expires, receiver calculates its received

3:
4:

Assign a random timer for each link among a totalofinks;
k=0

power P, ;. If the power levelP.; < P, link ¢ can transmit
with power given by (13). Admit linki into the subset of links
scheduled. Set = k + 1.

Wait for next timer expiration and k£ < n go to 2

if k=mn end

four times more links while using only about twice more
power than CSMA. Therefore, the?PC-MAC scheme is very
power-efficient.

IV. CONCLUSIONS

In this paper, we presented a geometric analysis of the
power control convergence condition for thetransmitter
case. A MAC scheme with power control was also proposed
to schedule more links that can concurrently transmit and
therefore increase the spatial reuse. In the local stagheof t
MAC scheme, a subset of links was selected based on the

Denote this CSMA scheme above as Rx-CSMA since liglation betweer2-link divergence and:-link divergence. In
uses the receiver to “sense” the channel. Similarly, Tx-@Smthe global stage, a distributed power control algorithmhwit
lets the transmitter detect the power level and comparesPfak power constraint determines the optimal power vedtor o
to its predeﬁned threshold to decide if it can transmit. A|S(§he scheduled links with their SINR conditions satisfied le/hi
define ALOHA as scheduling each link independently witgliminating the links whose SINR conditions from transimgt
probability p. ALOHA can be optimized by choosing as a cannot be guaranteed by deterring the links whose powers
function of total number of links:. For simplicity, p is fixed
here. The power it uses is also given in (13).

reach the power limit. The BPC-MAC scheme and ALOHA
and CSMA schemes are compared in terms of number of

successfully scheduled links. Simulations showed thR O
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Figure 6: Average number of successfully scheduled lipks:
0.2, 0 =/2/m, p=12dB,v =4, 8 = 1.5, Ppax = 10 [4]
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Fig. 6 shows the average number of successfully schedu%e]d
links (those that satisfy the SINR requirement). ALOH
embraces the least successfully scheduled links due to |€s
randomness. Rx-CSMA and Tx-CSMA tend to converge to
a maximum asymptotically since it essentially creates adyud’!
zone around the receivers or transmitters. The figure verifie
the statement in [11] that CSMA can increase the spatiakreus]
by about a factor o compared to ALOHAAIgorithm 1 and
Algorithm 2 can schedule much more links than ALOHA, Rx-
CSMA and Tx-CSMA especially for larger number of total9]
links (n). The spatial reuse is increased by about a factor of
4 compared to CSMA and about a factor ®fcompared to
ALOHA. Moreover, *PC-MAC can make full use of the [10]
energy since it can schedule the link80% successfully.
For all successfully scheduled links, the total power using
D2PC-MAC is only about twice the power using CSMA wherit1]
n = 100. It means that the BPC-MAC scheme schedules

MAC could increase the spatial reuse by about a factor of
4 compared to CSMA and about a factor 8fcompared
4 to ALOHA. Also, the ?PC-MAC scheme is very power-
efficient.
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