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Abstract—As a fundamental source of delay in wireless net-
works, the local delay is defined as the mean time, in number of
time slots, until a packet is successfully received (decoded) over
a link. This paper shows that with mean power and peak power
constraints at each node, power control can significantly reduce
the local delay. We show that, for links with Rayleigh fading
and random length, there exists a simple power control strategy,
which turns out to be optimal in reducing the local delay. This
strategy acts as an ALOHA-type random on-off power control
policy whose parameters depend on the link distance. The optimal
power control policy as well as its variations are compared with
constant power transmission and other simple random power
control policies.

I. I NTRODUCTION

In wireless networks, the local delay is defined as the
mean time, in number of time slots, for a packet to be
successfully received (decoded) over a link. Although it isan
important source of delay in wireless networks, the local delay
is hardly mentioned before [1]–[3]. In [1], the author shows
that different fading distributions can result in significantly
different local delays, which suggests power control is helpful
in reducing the local delay.

In this paper, focusing on the Rayleigh fading case, we
show that an ALOHA-type random on-off power control
policy minimizes the local delay in an interferenceless wireless
network, where the link distances are random but fixed and the
transmit power at each node is subject to a mean power as well
as a peak power constraint.

Power control is well known to be a technique that can
potentially benefit both the point-to-point wireless communi-
cation and wireless networks [4]–[7]. Among all the literature
discussing power control, much takes into account the delay
[5], [8]–[11]. However, the delay always enters the picture
as a constraint when maximizing the throughput. Moreover,
none of the existing literature, except for [1], [3], tries to
characterize the relation between power control and the local
delay. The optimal power control policy proved in this paper
establishes this relation. We also present several suboptimal
power control policies which are inspired by the optimal
policy. The local delay performance of different power control
policies as well as constant power transmission are compared
and discussed at the end of the paper.

II. T HE LOCAL DELAY

The basic model we use in this paper is the one provided
in [1]. We consider a collection of links, whose distances are
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Fig. 1: A collection of links with random distances. Transmitters are
denoted byx and receivers are denoted byo. The distancesrk, k ∈ [5]
are iid drawn from some distributionfR(x).

iid randomly distributed and fixed over time (Fig. 1). These
links do not interfere with each other. For any of the links,
the received power is

Pr = PHR−α,

whereP is the transmit power,H is the (power) fading factor,
R is the link distance, andα is the path loss coefficient. We
use an SNR condition to define whether a transmission is
successful. A transmission is regarded successful ifPr > θ,
where θ incorporates both the SNR threshold and noise
power. Then, we can write the success probability of a single
transmission conditioned onR as

ps|R = P(PHR−α > θ | R).

Although for each link the distanceR is considered constant
over time and can be learned by the transmitter as well as
the receiver, the fading coefficientH is assumed iid over
time and is unknown to both the transmitter and the receiver.
In this paper, we focus on Rayleigh fading, and thusH
is exponentially distributed with unit mean. Since the link
distanceR can be learned by the node pairs, the transmit power
P can be a (stochastic) function ofR.

For a particular link of distancer, the conditional local
delay, defined as the mean number of time slots that the
receiver needs to successfully decode the message conditioned
on the link distanceR = r is

Dr =
1

ps(r)
, (1)

whereps(r) = ps|R=r = P(PHr−α > θ). The mean of the
conditional local delay is just the local delayD = ER[ 1

ps|R
].



For the same power control policy and the same mean
distance,e.g., ER = 1, different link distance distributions
result in different local delays. Generally, for a particular
power control policy, there exists some distribution ofR which
minimizes the local delay. For example, in the case of constant
power transmission, it can be shown by Jensen’s inequality
that the local delay is minimized when the link distance is a
constant. Finding the optimal distribution that minimizesthe
local delay for a specific power control policy is an interesting
problem, but is beyond the content of this paper.

In this paper, we assume the link distance distributionfR(x)
is given. Since the link distanceR = r can be learned by
the transmitters, if there exists a power control policy that
minimizes the conditional local delayDr for all r, the local
delayD is automatically minimized. The goal of the paper is
to derive and analyze such a policy.

III. T HE OPTIMAL POWER CONTROL POLICY

A. Problem Formulation

As stated earlier, in fixed network, it is reasonable to assume
a known link distanceR = r. Thus, the optimal power
control policy takesr as a parameter and is independent of
the distribution ofR.

We start from the general case where the transmit powerP
can be random. Without loss of generality, we consider a unit
mean power constraint and a peak power constraintPmax, with
Pmax > 1 (otherwise, the mean power constraint will always
be loose). Since except forP the only randomness in (1) is
the fading factorH , which is iid in different time slots, there
is no benefit in assigning different statistics toP in different
time slots. Therefore, the unit mean power constraint and the
peak power constraint above can be expressed asEP = 1 and
P ≤ Pmax respectively, andP is iid as well.

Let P be the class of probability density functions (pdf’s)
with support at most[0, Pmax] and mean1. Then, the general
problem is to find the pdff∗

P |r of the transmit powerP (r),
where

f∗
P |r , argmin

fP |r∈P
ER

[

1

P(P (R)HR−α > θ | R)

]

= argmax
fP |r∈P

P(P (r)Hr−α > θ).

B. ALOHA is the Optimal Policy

Conditioned on the distanceR = r, the local delay is simply
the inverse of the success probabilityP(HPr−α > θ). Then,

P(HPr−α > θ) =

∫ ∞

0

F̄P (
θrα

h
)e−hdh

= θrα

∫ ∞

0

F̄P (x−1)e−θrαxdx,

where F̄P (x) is the complementary cumulative distribution
function (ccdf) of the randomly controlled powerP . Thus it
must be monotonically decreasing,F̄P (x) = 0 ∀x > Pmax,
and by the mean power constraint

∫∞

0
F̄P (x)dx = 1.

For the sake of simplicity, we define the following function

G(x) , F̄P (x−1), ∀x > 0, (2)

which is the cumulative distribution function (cdf) ofP−1.
The constraints on̄FP are then transferred into the constraint
thatG(x) is monotonically increasing,G(x) = 0 ∀x < P−1

max,
limx→∞ G(x) ≤ 1 and

EP =

∫ ∞

0

x−2G(x)dx = 1.

The problem is to find theG∗(x), defined as the optimal
G(x) satisfying all the requirements above and maximizing
∫∞

0 G(x)e−θrαxdx. Note thatlimx→∞ G(x) stands forP(P ≤
0) which is non-zero whenever there is a positive probability
of the event{P = 0}. Since the distribution ofP is not
necessarily continuous, in general,limx→∞ G(x) does not
have to be1.

Lemma 1. The desired functionG∗(x) satisfies

G∗(x) = G∗(xM ), ∀x > xM ,

wherexM , 1/ min{Pmax, θr
α}.

Proof: First, consider the case whereG∗(x) is a simple
function. SinceG∗(x) is monotonically increasing, we can
write it as

G∗(x) =
N
∑

i=0

ai1[bi,bi+1)(x), (3)

where0 = a0 < a1 < a2 < · · · < aN ≤ 1 and0 = b0 < b1 <
b2 < · · · < bN+1 = ∞. Suppose there exists ax0 > xM , such
thatG∗(x0) 6= G∗(xM ), i.e., G∗(x0) > G∗(xM ), and assume
x0 ∈ [bj , bj+1), xM ∈ [bl, bl+1), for somel, j ∈ N such that
0 < l < j. Then, let

G̃(x) , G∗(x) −

j
∑

n=l+1

(an − an−1)1[bn,∞)(x)

+ xM

j
∑

n=l+1

an − an−1

bn

1[xM ,∞)(x).

(4)

It can be easily verified that
∫∞

0
x−2G̃(x)dx =

∫∞

0
x−2G∗(x)dx, and thatG̃(x) satisfies all the requirements

for a valid G(x) over [0,∞). Moreover,
∫ ∞

0

e−θrαxG̃(x)dx −

∫ ∞

0

e−θrαxG∗(x)dx

=

∫ ∞

0

e−θrαxxM

j
∑

n=l+1

an − an−1

bn

1[xM ,∞)(x)dx

−

∫ ∞

0

e−θrαx

j
∑

n=l+1

(an − an−1)1[bn,∞)(x)dx

=

j
∑

n=l+1

an − an−1

bnθrα

(

xMe−θrαxM − bne−θrαbn

)

> 0,



where the last inequality is due to the monotonicity ofxe−θrαx

in [ 1
θrα ,∞) and the fact thatbn > xM ≥ 1

θrα ∀n ≥ l+1. This
contradicts the assumption thatG∗(x) is the function which
maximizes

∫∞

0 G(x)e−θrαxdx and satisfies all the constraints.
For generalG∗(x), consider a sequence of simple func-

tions (G∗
k)∞1 such thatG∗

i < G∗
j < G∗, ∀i < j and

limk→∞ G∗
k = G∗. By the monotone convergence the-

orem, limk→∞

∫∞

0
x−2G∗

k(x)dx =
∫∞

0
x−2G∗(x)dx and

limk→∞

∫∞

0 e−θrαxG∗
k(x)dx =

∫∞

0 e−θrαxG∗(x)dx. Using
the construction in the proof for the simple functions, we are
able to produce another sequence of simple functions(G̃k)∞1 ,
such that

∫∞

0 e−θrαxG̃k(x)dx >
∫∞

0 e−θrαxG∗
k(x)dx, ∀k.

Meanwhile, limk→∞ G̃k 6= G∗, since G̃k(x0) = G̃k( 1
θrα ).

Thus, the limiting function ofG̃k(x) is a strictly better
candidate forG(x) thanG∗(x).

Analogously, we have the following lemma.

Lemma 2. If 1 ≤ θrα ≤ Pmax and G∗(x) is the desired
function, we have

G∗(x) = 0, ∀x <
1

θrα
.

Proof: The proof is essentially the same of that of the
previous lemma. We start with the case whereG∗(x) is simple
and then generalize to the case of any valid cdf.

Consider the case whereG∗(x) is a simple function and
write it as (3). Assuming 1

θrα ∈ [bl, bl+1), we can construct

G̃(x) = G∗(x) −

l
∑

n=1

an1[bn,∞)(x) +

l
∑

n=1

an

bnθrα
1[ 1

θrα ,∞)(x).

Suppose thatG∗(x0) > 0 for some x0 < 1
θrα , we know

G̃(x) 6= G∗(x), sinceG̃(x) = 0, ∀x < 1
θrα . Meanwhile, it

can be verified that
∫∞

0 x−2G̃(x)dx =
∫∞

0 x−2G∗(x)dx. By
Lemma 1,G∗(x) = G∗( 1

θrα ), ∀x > 1
θrα and thusG̃(x) ≤ 1

(Because
∫∞

1 x−2dx = 1). All other constraints over̃G(x) to
be a valid candidate ofG(x) are automatically satisfied. Also,

∫ ∞

0

e−θrαxG̃(x)dx −

∫ ∞

0

e−θrαxG∗(x)dx

=

l
∑

n=1

∫ ∞

0

(

an

bnθrα
1[ 1

θrα ,∞) − an1[bn,∞)

)

e−θrαxdx

=

l
∑

n=1

an

bnθrα

(

1

θrα
e−θrα 1

θrα − bne−θrαbndx

)

> 0,

where the last inequality is due to the fact thatbn ≤ 1
θrα , ∀n ≤

l by assumption, and the monotonicity ofxe−θrαx in [0, 1
θrα ].

Therefore, we found̃G(x) as a better candidate thanG∗(x),
contradicting the assumption that it is the desired function.
The generalization from simple function to general functions
is the same as that in the proof of Lemma 1.

Similar methods can be also applied to prove the following
lemma.

Lemma 3. If θrα < 1 and G∗(x) is the desired function, we
have

G∗(x) = 0, ∀x < 1.

Although special care must be taken to make sure that
G̃(x) ≤ 1, the proof of Lemma 3 directly follows that of
Lemma 2 and is therefore omitted.

Combining Lemmas 1, 2, 3 and the requirements we have
for a validG(x), we directly deduce the form ofG∗(x). That
is

G∗(x) =







1[1,∞)(x), θrα ≤ 1
1

θrα 1[ 1
θrα ,∞)(x), 1 < θrα ≤ Pmax

P−1
max1[P−1

max,∞)(x), θrα > Pmax.

As stated earlier, there is a one-to-one mapping betweenG(x)
and F̄P (x) (and thusFP (x)). Then, the result above directly
leads to the following theorem.

Theorem 1. Given a link distancer, the optimal distribution
of the transmit powerP that minimizes the local delay is

FP (x) =






1[1,∞)(x), θrα ≤ 1
(1 − 1

θrα )1[0,θrα)(x) + 1[θrα,∞)(x), 1 < θrα ≤ Pmax

(1 − P−1
max)1[0,Pmax)(x) + 1[Pmax,∞)(x), θrα > Pmax.

More concisely, we can define

ξ , max{1, min{Pmax, θr
α}}.

Then, Theorem 1 says: the optimal random power control
strategy is ALOHA-type random on-off policy with transmit
probability ξ−1 and transmit powerξ.

Definition 1. A link of distancer is said to be in the power-
limited regime ifθrα > Pmax.

Definition 2. A link of distancer is said to be in the short-
distance regime ifθrα ≤ 1.

Interestingly, although, in both regimes defined above,
the optimal power control strategy can be interpreted as
an ALOHA-type random on-off policy, the optimal strategy
maximizes the variance of transmit power in the power-limited
regime, while minimizing this variance in the short-distant
regime.

Theorem 1 also indicates that in order to apply the optimal
power control policy, we need to know eitherr andα or rα,
where givenEH = 1, rα can be easily obtained by simply
taking the average of the received power.

Corollary 1. Without peak power constraint, but with the
mean power limited toEP = 1, the optimal random power
control policy is

FP (x) =

{

1[1,∞)(x), θrα ≤ 1
(1 − 1

θrα )1[0,θrα)(x) + 1[θrα,∞)(x), θrα > 1.

The exact value of the local delay depends on the distribu-
tion of the link distanceR. A Rayleigh distribution is often
used for the distribution ofR, since it is the distribution of the
nearest-neighbor distance in a 2-dimensional network whose



nodes are distributed as a Poisson point process (PPP) [12].
It is shown in [1] that with such distribution ofR the local
delay is unbounded if Rayleigh fading is considered and no
power control is applied (except for the case ofα = 2). The
natural question is whether random power control can make
the local delay finite in the same scenario. In the case where
only a mean power constraint is imposed, applying the result
in Corollary 1, we have

D = E

[

1

ps|R

]

= 2πλ

∫ θ
− 1

α

0

reθrα−λπr2

dr + 2πλθe

∫ ∞

θ
− 1

α

rα+1e−λπr2

dr

≤ e(1 − e−λπθ
− 2

α ) + θe(λπ)−
α

2 Γ(
α

2
+ 1, λπθ−

2
α )

< ∞,

whereΓ(·, ·) is the upper incomplete gamma function. In other
words, power control can keep the local delay finite while
keeping the mean transmit power at each node limited even if
the link distance is Rayleigh distributed.

Corollary 2. With unit mean power constraint and peak power
constraint, power control cannot reduce the local delay to a
finite value, when the link distance is Rayleigh distributed.

Proof: Applying the power control policy described in
Theorem 1, we have

D = E

[

1

ps|R

]

= 2πλ

∫ θ
− 1

α

0

reθrα−λπr2

dr + 2πλθe

∫ δ
− 1

α

θ
− 1

α

rα+1e−λπr2

dr

+ 2πλPmax

∫ ∞

δ
− 1

α

reδrα−λπr2

dr

≥ 2πλPmax

∫ ∞

δ
− 1

α

reδrα−λπr2

dr

= ∞,

for all α > 2, whereδ , θ/Pmax. The corollary then follows
from the optimality stated in Theorem 1.

IV. COMPARISON OFRANDOM POWER CONTROL

SCHEMES

In this section, we compare the local delay performance of
several power control policies. First, we define a few power
control policies:

Definition 3. The optimal power control (OPC) policy is the
power control policy defined in Theorem 1.

Definition 4. The peak power control (PPC) policy transmits
at powerPmax with probability P−1

max and does not transmit
with probability 1 − P−1

max regardless of the value ofr.

Definition 5. The uniform power control (UPC) policy trans-
mits at powerP each time withP uniformly distributed in
[1 − ∆, 1 + ∆]. Here,∆ , min{1, Pmax − 1}.

Definition 6. The hybrid uniform power control (HUPC)
policy transmits with probability 2

Pmax+1 . If transmitting, the
transmit power is uniformly distributed between1 and Pmax.

Definition 7. The 1-bit power control (1BPC) policy transmits
at constant power (P = 1) whenθrα ≤ log Pmax

1−P
−1
max

. Whenθrα >
log Pmax

1−P
−1
max

, the policy transmits at powerPmax with probability

P−1
max and does not transmit with probability1 − P−1

max.

While the peak power control (PPC) policy, uniform power
control (UPC) policy, and hybrid uniform power control
(HUPC) policy are all suboptimal, their complexity is lower
than OPC’s. In particular, they do not require the link distance
information R. Their constructions are inspired by Theorem
1 in different ways. For example, in the power-limited regime
PPC is as good as OPC. The intuition behind HUPC is that
Theorem 1 implies that for all realizations ofR it is non-
optimal to transmit with power in(0, 1).

The 1-bit power control (1BPC) policy is proposed as a
trade-off between OPC and other kinds of power control
policies that do not utilize the link distance information.In
practice, although the link distance can always be measured,
its precise value might be difficult to acquire,e.g., it may
take too long to accurately measure. In such occasions, the
performance of OPC becomes difficult to realize. Meanwhile,
1BPC turns out to be more suitable, since it only requires 1 bit
of information regarding the link distance, and its performance
is identical to OPC’s in two important regimes: the larger
regime (where poor choice of power control policy can result
in many orders of differences in the local delay) and the small
r regime (which typically happens with high probability).

It is not difficult to find that if the link distancer is known
and OPC is applied, the conditional local delay is

Dr =







Pmaxe
θr

α

Pmax , θrα ≥ Pmax

θrαe , 1 < θrα < Pmax

eθrα

, θrα ≤ 1.

In comparison, we can see that with constant power transmis-
sion the conditional local delay is always equal toexp(θrα).
WhenPmax ≥ 2, the transmit power of UPC is uniformly dis-
tributed in [0, 2]. Its conditional local delay can be calculated
as

(

exp(−
1

2
θrα) −

1

2
θrα

∫ ∞

1
2
θrα

exp(−x)

x
dx

)−1

.

Straightforward (but tedious) manipulation reveals the condi-
tional local delay for HUPC to be

P 2
max − 1

2

(

Pmaxe
− θr

α

Pmax − e−θrα

− θrα

∫ θrα

θrα

Pmax

e−x

x
dx

)−1

.

The calculation of the conditional local delay for 1BPC is
similar to that of OPC.

Fig. 2 and 3 compare all the power control policies defined
above along with constant power transmission (P ≡ 1) in
different scales.
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Fig. 2: Comparison of the conditional local delay for different power
control schemes. Here,Pmax = 4, θ = 1, α = 2.
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Fig. 3: Comparison of the conditional local delay for different power
control schemes. Here,Pmax = 4, θ = 1, α = 2.

Fig. 2 shows that in the power-limited regime (larger) the
local delay grows exponentially withr for all power control
policies. This is mainly due to the peak power constraint.
However, for different power control schemes the exponent is
quite different, which results in many orders of differencein
conditional local delay. As expected, in this regime, OPC, PPC
and 1BPC perform the best among all schemes, and constant
power transmission is the worst. Both UPC and HUPC appear
to be good trade-offs between the best and the worst.

In the short-distance regime (smallr), the difference in the
local delay between different schemes can be at most by a
factor of4 (Fig. 3). Still, UPC and HUPC perform between the
two extremes. Fig. 3 also shows that 1BPC is not considerably
inferior to OPC even in its suboptimal regime (1 < θrα <
Pmax), and thus appears to be a good substitute for OPC in
some cases.

V. CONCLUSIONS ANDFUTURE WORK

This paper shows that an ALOHA-type random on-off
power control policy is optimal in reducing the local delay

(Theorem 1). This policy requires the knowledge of the link
distancer, which is typically easy to obtain in a random but
fixed wireless network. Inspired by this optimal policy, an
even simpler and more practical 1-bit power control (1BPC)
policy is constructed, which has the same performance as
OPC in the short-distance and power-limited regime. Both
power control strategies are compared with constant power
transmission and a few basic power control policies, and a
considerable reduction in local delay is observed.

The proof of Theorem 1 relies heavily on the monotonicity
of the exponential distribution of Rayleigh fading. This pre-
vents the theorem being easily extended to more general fading
statistics,e.g., Nakagami fading. Also, it is unknown how
much loss there will be if the fading coefficient in different
time slots are correlated. All these topics remain for future
work.
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