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Abstract—We consider a wireless multi-hop network with the end-to-end delay and throughput are derived for large
sources that are Poisson distributed and relays which are pted source-destination distances.
on the source-destination line. Given a combined TDMA/ALOFA Previous work on Poisson networks has mostly studied the

MAC protocol, we explore the following question of optimal . - .
spatial reuse: Increasing the number of nodes that are simtz- single-hop case, e.g., [3], [4] and multi-hop extensionesha

neously scheduled to transmit in a route allows nodes to trasmit  focused on throughput but not delay [5]. In [6], the issue of
more often. At the same time, it results in an increase of inta- optimal spatial reuse was addressed for line networks inger

route and inter-route interference, which has a negative irpact  of the achievable end-to-end rates, but only a single roate w
on the end-to-end delay and throughput. In a regime of large considered

source-destination distances?, we find that it is delay-optimal for
either only one node, or a number of nodes that increases limgly Il. SYSTEM MODEL
in R, to be scheduled in each slot, depending on the ALOHA
probability. If the transmission probability is also optimized, we A. Network setting
find that maximum spatial reuse is delay-optimal. Scaling IS The network consists of an infinite number of sources at
for the end-to-end delay and throughput are derived in all cases. . .
locations{x;}, which form a homogeneous PRP= {z;} C
R? of density\. Each source has a destination at distaRce
I. INTRODUCTION and a random orientation. Packets are relayed from the sourc
to its destination byV —1 equidistantly placed relay®] € Z+
The premise of multi-hop transmission in wireless networkf N — 1, we have single-hop transmission).
is the deployment of intermediate nodes to relay packetsthe sources are backlogged, i.e., they always have packets
from the source to the destination, in scenarios where @irg§ transmit. Each relay has an infinite buffer, where packets
communication is not possible due to power or interferenggat are received from the previous node in the route can
limitations. This paper addresses the design issue petttoe pe stored in a first-in, first-out fashion. Time is dividedoint
multi-hop networks, of jointly optimizing the number of I®p packet slots. Within a route oV hops, a TDMA/ALOHA
end delay. The tradeoff involved is that allowing more nobes nodes at a distance af hops,d = 1,..., N, are allowed to

simultaneously access the channel per route leads to arhighgnsmit with a certain probability. If the node is a sourtbes
spatial reuse, but, at the same time, it increases intedere propability isp and if it is a relay, it isp,.. Let us label the
both within the route and in the rest of the network. relays with the numbers to N — 1. The protocol operation
Our framework, which is an extension of [1], [2], encomcan be described as follows: At slbtthe source is allowed to
passes random node placement, a channel model with fadifggnsmit with probabilityp and the relaysi, 24, ... are each
path-loss and interference, and queueing delays asstciafRowed to transmitindependently with probability,.. At slot
with multi-hop transmission. In particular, we consider & the relaysd + 1,2d + 1,... are each allowed to transmit
network of Poisson distributed sources, each with its owgith probability p,, and so on, untill groups of nodes have

destination, and relays placed on the source-destinatien | peen given their turn and it is time for the first group to be
The MAC protocol is a combination of ALOHA and TDMA: scheduled again. Note that:

Within each route, a group of nodes with a given spatial
separation, is given a TDMA token which allows them to
transmit with a certain probability. In the next slot, th&ea

is passed to the next group of nodes and so on, until all
groups have been given their turn and the TDMA cycle starts

again. This protocol is selected in light of its relative pliaity thresholdd, a packet is successfully received. If it is not, the

and the fact that it allows us to “tune” the intra-route salati e o : :
. . ) i trpnsmlttlng node is informed via an ideal feedback channel
reuse in a straightforward manner. We find that the optima

reu_se_ depends on the transmit pr_obabl-llty. If the .Iatteﬂss a  1inote that a relay which is allowed to transmit igpatential transmitter.
optimized, then maximum reuse is optimal. Scaling laws farmay not transmit as its queue might be empty.

« The number of nodes per group in the typical route may
vary, but it is at mos{ -] and, on average .

o The cased = 1 corresponds tanaximum spatial reuse
and the case = N to no intra-route spatial reuse

If the signal-to-interference-and-noise ratio is abovarget



and the packet remains at the head of its queue until the nc

gets another opportunity to transmit. We also assume tleat o Sim., N = 2k
nodes have access to a common clock (obtained, e.g., by GF od —Poisson, densikp 8
i.e., the network is synchronized at the slot level. Howgtrex | 4 Sim. N =k
TDMA schedules need not be aligned in any way, i.e., differe = |[7Poisson, densikp
groups of nodes across routes might be scheduled in the s AQ‘ 06
slot. &~ J
Note that N, d, p are design parameters, i.e., they ar g/ 0.4 A AETT 4
optimizable according to the desired metric(s) for giveluga
of R, A, p, and®. 0.2
B. Physical layer e
The channel between two nodes at distamcéncludes o AT 6 10 12 14 16

ESRE

Rayleigh fading (with a coherence time of one slot) and pat..

loss accordlng to the laWib'_ \_Nhereb > 2 _IS the path-loss Fig. 1.  Success probability vsc taking into account only inter-route

exponent. For ease of exposition, we consider an interfereninterference & = 500 m, A = 10~4, p = 0.05, 6 = 6 dB, b = 4).

limited setting, i.e., thermal noise is assumed to be nigitg

and all nodes have the same transmit power, normalized to

one. (The analysis can be extended to include thermal hoigdestination.D is the sum of the mean service time at the
Consider the hop/slot in the typical route which is subjesource, and the service times and waiting times along the

to the largest number of intra-route interferers, and let thielays of the route. The service time is measured from the

corresponding receiving relay (RX) be located (withouslof moment a packet reaches the head of the queue until it is

generality) at the origin. The signal-to-interferencéaréSIR) successfully received by the next node. The waiting time is

is a random variable (r.v.) defined as measured starting from the moment a packet arrives at a
A(f)-b relay’s queue until it becomes the head-of-line packet, aik
SIR = N - (1) packets in front of it have been successfully transmittethéo
>enetBaz]| 70+ ZLZJ,#[%} rmlen By, next node. The route throughpiitis defined as the expected

number of packets successfully delivered to the destinatio

per slot. By definition,7 > 1/D, i.e., the inverse of the

« Ais the fading coefficient between RX and its transmitdelay provides a lower bound on the throughput. As a result,
ting node, exponentially distributed with unit mean. by minimizing D, a lower bound on the throughput is also

« IIis the point process dhter-route nodes, scheduled atmaximized. The next two sections focus on the evaluation and

where

the given slot. optimization of D.
« ¢, = 1, when the node at locationtransmits a packet. If
the node is a source, thé{e, = 1) = p (the respective I1l. DELAY ANALYSIS
probability for a relay follows in the next section. In order to make the analysis tractable, assume that packet

« B, is the fading coefficient between the node located atsyccesses across all hops on all routes are independets.even
and RX, and is exponentially distributed with unit meanthe assumption is based on the observation that if the proba-
« n is the index of the intra-route node scheduled tgility that a node is a transmitter is small, then, in comkiora
transmit in the given slot. Fod = 1,...,N — 1, the jth fading, a sufficient degree of randomization is achieve
distance of that node from RX is in the networR. Moreover, consider the worst-case scenario
N N where packet success probabilities across hops of thealypic
{ﬁw d—nd+1, n=1....lg5l-1 route are all equal to the smallest one, corresponding to
; [NW ; the receiver(s) subject to the largest number of intragout
nd—|—|d-—1, n

B

= [2—1\;1 +1,..., (%1 interferers. Denote this probability by. It is then understood
that a necessary condition for the relay buffers to be stigble
(The index(%} corresponds to the desired transmitterdhat p < p,., as then the packet arrival probability to the first

o {en, By} are defined similarly tde., B, }. relay, pp,, is smaller than the packet departure probability

We denote the total intra-route and inter-route interfeecas from the first and all subsequent relaysp,. As formally

I; and I,, respectively. The respective SIRs are denoted @88own in [7], packet arrivals to all relays are iid geometric

SIR; andSIR,. with parametepp,, and the probability that a relay located at

z transmits a packet is simpl§(e. = 1) = p.

2d -

C. Definition of metrics

The mean end-to-end deIziS] Corresponding to the typical 2|n the casel = 1, arelay is either allowed to transmit or receive at a given

is defined h I ti . | hat i I(time, which creates correlation between the success pititieab However,
route Is defined as the mean total time (m S OtS) that 1t ta Eirth a scenario arises when successive nodes actually fcketpto transmit,

a packet to travel from the head of the source queue to iisich, as we will see in Section IV, is unlikely for sufficignsmall p.



If d = N, then, sinceV¥ is a PPP, it follows from the
displacement theorem [8] that the point processgsoténtial
inter-route interferersll, and actual inter-route interferers
I, = {2 : e, = 1,t, = 1}, are PPPs with densities

and \p respectively. By Corollary 3.2 in [9], the hop succes

probability is therefore
ps = P(SIR, > 0) = e*Apc(R/N)27

wherec = T'(1+2/b)T'(1—2/b)76/" is the spatial contention
parameter [4] and'(x), = > 0, is the gamma function.

For d < N, II; can be well approximated as a PPP c
density A\ = \kp, wherek = N/d is the average number of
scheduled nodes per route. This is shown in Fig. 1, where
have evaluated the success probability via simulationntaki

into accountonly inter-route interferencel(SIR,, > 6), and
compared it to the expressiam*<re(R/N)* for different k,
and N =k, 2k (i.e,d =1,2).

SinceP(A > z) = e %, ps = P(SIR > 6), where theSIR
is defined in (1), can be written as

ps = Pr,(7)®r,(7), 2
where @x(s) = E[e=*°], s > 0, denotes the Laplace
transform of the pdf of the r.X and~ £ (%)”9. Based on
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Fig. 2. Success probability taking into account only imvate interference
(b=4,60=06dB).

Since a packet is received by the destination ewvérsiots

with probability pp, the first term is the inverse of the
(stable) end-to-end throughpilit = pp./d. The second term
is dominated by the value dp,ps — pps)~!, i.e., the inverse

the observation of the previous paragraph, we can appré&imgs the difference between the packet service and packesérri

@y, (v) by [8]

Dy (v) ~ o~ MEpe(R/N)? _ (—AcR? 5

®3)

rate at the buffer of each relay. Therefore, in order to miném
D, the end-to-end throughput and the time spent in the relay
gueues must be optimally traded off. Given that for small

Since{e,, B,,} are independent, it is also straightforward twalues ofp, 1 — pps ~ 1, the simpler expression

show that [4]

__Pr
L7y /y

)

wheren takes values as in (1). Note that, fér= 1, @y, (y)
includes the terml — p, which is the probability that the
receiver has no packets in its queue. Moreoder(v) does
not depend on the hopping distanBgN .

A. Delay and throughput expressions

Following the analysis in [1], the service time for the heal
of-line packet at the source is

d

PDs

and, similarly, the service time for the head-of-line packe
arelay is

H=——d+1,

d

Prps
Moreover, the waiting time at the queue of a relay is

Qr

H, = —d+ 1.

_ gl L= peps
Dr (pr - P)Ps
The end-to-end delay of the typical route is therefore

D = H+(N-1)(H +Qy)
_d oy Llopes
= AN -1 T Nd-1). (5)

d  d(N-1)
pps  (pr —D)Ps

provides a tight upper bound tB.

D= ~N(d-1) (6)

IV. DELAY OPTIMIZATION

In this section, we explore the dependenceldfon the
parametersV, d, p. For convenience, we l6Y € [1, +o00) and
d € [1,N], and set®;,(y) =~ 1, i.e., we temporarily ignore
intra-route interference. As seen in Fig. ®;, is insensitive

do N for N Z 10 and a givend, while, for a givenN, it

quickly approaches unity aincreases. In the first case, we
thus expect that the approximation will yield a constartigdl
small, performance gap for smal| while, in the latter case,
this gap will decrease with increasinfj These qualitative
observations are confirmed by numerical examples.

First, we observe that the following scaling law holds.

Proposition 1 As R — oo, D = O(R?) only if Nd/p =
O(R2).

Proof: Due to the fact thap, ~ e—*CR2ﬁ, we can see
from (6) that Nd/p = o(R?) implies thatD = w(eR’). If
Nd/p = w(R?), then, fixingd andp implies thatN = w(R?),
henceD = w(R?). ]
According to Proposition 1,Nd/p # ©(R?) results in
a scaling of D which is worse than quadratic. Hence, in
optimizing D over N, d, p, we constrain the parameter set to
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A. Fixed source transmission probability

. . . -- Optimal reuse, inter-route interf. only
Suppose thap is fixed. The following proposition charac-

— Optimal reuse, total interf.

terizes the - jointly - delay-optimaV andd. Cg --- No reuse
o
Proposition 2 Denote byN, and d, the values ofV and d g
that jointly minimize (6) wherR — +oo and define 8
1 1
g=--—0. " =
p DPr—P

If ¢ <0, thenN, =d, = O(R). If ¢ > 1, thend, < N, and
N, = O(R), d, = O(R).

8 I I I I I I I
10 0 1000 2000 3000 4000 5000 6000 7000 8000

Proof: From Proposition 1 and (6) we have that R (m)
_ S S 1
D = qeo(l)d + _IP_em _ gp (1 — —) , (8) Fig.5. AT vs.R, for p = 0.04. All curves follow the trendR— but spatial
r— P d reuse provides a throughput gain over no spatial redse: {04 routes/n?,

. N o . pr=01,b=4andf =6 dB.
wheregq is defined in (7) andy 2 ¥4, The derivative with " o )

. p
respect tad is

8—D = qe®M) — %. in Fig. 3, the transition ofy from negative to positive values
] (?d . d ) ~_is very steep around = p,./2 (hence the range € (0,1) is
If ¢ <0, the derivative is always negative and the minimunconsequential). We may speak ophase transitiorfrom no
D is achieved for2the maximum possibig i.e., d, = No.  gpatial reuse to spatial reuse,zabecomes smaller thap. /2.
Since Nod, = O(R"), we haved, = N, = O(R). If ¢ > 1, 5 From (6), we can see that, in both high and low traffic
then (8) is minimized fou, = , /&y < /9P < No. Since  regimes,D = O(R?) andT = ©(R~!). That no improvement
g = O(R?), we have thatV, = O(R) andd, = O(R). m in delay is achieved by allowing spatial reuse is explaingd b
Remarks: the fact that, on the one hand, nodes get an opportunity to
1) The parametet; depends on the relation of to p,.. transmit more often, on the other hand the interferenceen th
If p > p./2, i.e,, ¢ < 0, then allowing only one node network increases. The benefit of spatial reuse is mandéaste
to transmit per route minimizes the end-to-end del@zie terms of athroughputgain, which is of the order of/qe® (%),
intuition behind this rule is that, since the traffic is heamy = Example 1:Consider a network with parameters =
the relay queues (high-traffic regime), it is preferable ¢efx 10~* routes/m, p, = 0.1, p = 0.04, b = 4 and§ = 6 dB.
interference low at the expense of spatial reuse. On the oth'ée numerically optimize (5) oveV € Z* andd = 1,..., N,
hand, if the system is operated in a low-traffic regime, i.eand plot the results in Figs. 4-8. We observe that the results
q > 1, the delay is minimized ifl, and N, are linear functions of Proposition 2 are confirmed and that taking into account
of R, i.e., if a constant number of nodés = N,/d, (as a intra-route interference results in a largefor smallerN and
function of R) is scheduled to transmit in each slot. As seef) than the case where only inter-route interference is taken
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0.37. @y, is plotted for comparison; it is very close to one for &ll (A = fixed, N is quadratic inR for each “step” ofd - see Fig. 7 - but the overall
10~4 routes/n?, p, = 0.1, b=4 and@ = 6 dB.) trend is©(R). Whenp is optimized,d = 1 is optimal andN = ©(R).

The respective curves for no spatial reuse are shown for adsgm. ¢ =
10~ routes/m, p, = 0.1, b= 4 and§ = 6 dB.)
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Fig. 7. Optimal spatial reuse vdz, for p = 0.04. Taking into account i
both inter and intra-route interference results in lessreggive reuse. (= Fig. 9. AT vs. R for p = 0.04 and N < 50. In contrast to Fig. 5,
10~* routes/m?, p, = 0.1, b= 4 andf = 6 dB.) the throughput gain achieved with spatial reuse decreasths Ry since d
increases quadratically witR. (A = 10~* routes/n?, p, = 0.1, b = 4 and
0 =6 dB.)

into account. The corresponding delay curves, however, are
indistinguishable.

These results illustrate that, for sufficiently small a proposition 3 Denote byN,, d, and p, the values ofV, d
throughput gain is achieved compared to the case of no 5pagiaq ; that jointly minimize (6) wherR — oo. Thenp, — 0,
reuse. However, as seen in Fig. 8, this comes at a cost in terms, | — ©(1) and d,N? = O(R?).
of the required number of hops. For a fair comparison between
the two cases in the sense of required resources, i.e.srelay Proof: D, given in (8), is strictly convex i € (0, p,.)
we constrain the number of hops to be no larger than andlim,,_,q+ D= lim, - D = +o0. As aresult, the optimal
which is the maximum value oN with no spatial reuse for
R = 8000 m. The network throughput per unit area is plotte
vs. R in Figs. 9. At R = 2000 m, the constraint onV takes d 1
effect, so, by Proposition 1 starts to increase quadratically "2 + ° 5 = IPr 5+ @g(l) <— — 1> . (9)
with R, hence the throughput decreased AB?, until d = N. P (pr—=po)®  (pr—po)® e do
The main message of Fig. 9 is that judicious (over no) spatigle have the following cases:
reuse results in a throughput gain which depend®ogiven 1) p, = O(1): The scaling withR on both sides is the

=0 or
P=Do,d=d,

p Po 1S obtained by settingz”

the constraint placed of. same iff d, = ©(R?). However, the constrainV,d,/p, =
i . - ©(R?) would then imply thatV, = ©(1), which violates the
B. Variable source transmission probability requirementl, < N,.

We now consider the scenario whe¥e d andp are jointly 2) p, — 0: Due to the constraind > 1, it is necessary that
optimized. We have the following result. d = w(1). Sinceg = O(R?), (9) implies thatd, /p? = O(R?).
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V. CONCLUSIONS

We proposed a framework to characterize the delay-optimal
number of hops and intra-route spatial reuse in Poisson-mult
hop networks. The scaling of the delay and throughput as
functions of R were characterized. Our results have applica-
tions in routing algorithms for multi-hop networks wheree th
relays are also randomly located, e.g., a routing protoaal c
select the relays which are found closest to the ideal lonati
determined by the analysis.



