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Abstract— For wireless ad hoc networks with stationary and For the performance analysis of multi-hop wireless ad hoc
deterministi.cally placed rjodes, finding thg optimal placement. of networks, the key issues are energy consumption, endeo-en
the nodes is an interesting and challenging problem, especially reliability, delay and throughput. In the “disk model’, the
under energy and QoS constraints. We study and compare ' T . ) . "
the performance of several networks with regular topologies e_nd-to-end re“ab'“ty}_)EE IS not norma_lly considered S!nce
utilizing a Rayleigh fading link model. For nearest neighbor links are assumed eith@00% or 0% reliable. The Rayleigh
and shortest path routing, analytical expressions of the path fading model permit the characterization of packet reoepti
efficiency, delay, and energy consumption for a given end-to-en probabilities and, consequently, the evaluation of the-tead
reception probability are derived. For the interference analysis, end reliability of a path. While Rayleigh fading was consitér

the maximum throughput and optimum transmit probability . . L .
are determined, and a simple MAC scheme is compared with in earlier work [5], its impact onpgy and the associated

an optimum scheduler, yielding lower and upper performance €nergy issues have not been studied. In this paper we are
bounds. comparing all these characteristics for the three netwdrks

Section Il, the Rayleigh fading link model is introduceddan
I. INTRODUCTION is shown that the noise analysis and interference analgsis ¢
be carried out separately. Section Il presents the noiakysis
zero-interference networks. The energy consumptioth pa
I;?fficiency and delay of a connection for a given end-to-

In certain wireless ad hoc networks, in particular in wissle
sensor network [1], many nodes will be stationary for most

the time after deployment. For example, in many applicatio . I i . .
of environmental monitoring, chemical/biological detent end reception probability is investigated. Section IV pdes

security in a shopping mall or parking lot, the sensors a}ge mtt_arference analys[s for different MAC schemes.. The
fixed. Moreover, to guarantee high exposure of the everﬁ.’§nUIat'on results of a simple MAC scheme and an optimum
of interest [2], uniform coverage is beneficial, suggestirg‘A(_: scheme determine th_e lower and upper bound of the
the use of regular node placement schemes. Finding ghievable throughput. Section V concludes the paper.

optimal placement of nodes for a good trade-off between

energy consumption, throughput, and delay is an importast a Il. THE RAYLEIGH FADING LINK MODEL
challenging problem. In this paper, we investigate network
with regular topologies (square, triangle, hexagon) inohhi
each node has the same number of nearest neighbors an

distance between all pairs of nearest neighbors is the Sa¥&ttain threshold® that is determined by the communication

W%call thTm.squal\)re, tgangle,;ndl heﬁiggh netr\]/vorksl. dh?rdware and the modulation and coding scheme. The SINR
ur analysis Is based on a Rayleigh fading channel mo %'given by~ — % , whereQ is the received power, which

which includes both large-scale path loss and stochastidl-sm. : L ; - .
- . . is exponentially distributed with meap. Over a transmission
scale variations in the channel. As a result, all commuitnat

. . of distance with an attenuatiod®, we haveQ = Pyd~ ¢,
related properties of the network become random variable . ;
. . ! . ; Where P, denotes the transmit poweY, the noise power, and
in particular the signal-to-noise-and-interferencead8INR)

. o ; is the interference power affecting the transmissiam, the
that determines the success of a transmission — in contrast t ; . .
- .o N .. -sum of the received power from all the undesired transrsitter
the “disk model” or “protocol model”, where a deterministi
transmission radius is assumed [3]. Note that even witlicstal h 1 Ravleiah fadi work. wh d
nodes as assumed in this paper, the channel quality varie;- corem L. N a Rayleigh tading network, where nodes

because of movement in the environment, which is eas@ansm{t_ at power levely( ¢ = 0,...,k), the_recepnon
confirmed experimentally [4]. obability P[Qy, > O(I + Ny)] of a transmission over a

link distanced, with transmit powerP, and k other nodes
The support of the U.S. National Science Foundation (gfa@!S 03-29766 at distanced; _Can be factorized into the re_ceptlon pqu_)ablllty
and CAREER CNS 04-47869) is gratefully acknowledged. of a zero-noise network and the reception probability of a

We assume a narrowband Rayleigh block fading channel.

cﬁtransmission from nodé to nodej is successful if the
he . . . .

r%lgnal—to—n0|se-and-|nterference ratio (SINR); is above a

he analysis is simplified by the following Theorem [6]:
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ow [—\)B o Fig. 2. (a) Path efficiency and (b) normalized energy conswnpés a
function of ¢ for square networks.
o o o o o o o o neighbor and shortest path routing, the Euclidean distarise
Fig. 1. Topology of a square network. |OA| and the travelled distancér is |OB|+ |BA|. We have
- @=tm e ©
zero-interference network as follows: ne) = dr ~ [rcosg| +[rsing|  |cosgl + [sme|
k N .
_ ONy 1 If we move the destination along the lin@A, the path
Pr =€exXp | — — | H TSP Jdaa - (l) .. . . . .
Pyd, 11+05 (d_O) efficiency will not change, sq is only a function ofg, and it

is periodic with periodr/2. Thus in the following analysis, we

br Pr restrict¢ betweerD andx /2. We can see that wheh= 7 /4,

pYN is the probability that the SNRY := Qy/N, is above "min = 1/vV2; wheng = 0 0r 7/2, max = 1. ¢ is uniformly .
the threshold®, i.e, the reception probability in a zero-distributed based on the large and dense network assuraption

interference network as it depends only on the noise. TA@ the expected value of is 222 arctan(2) ~ 0.7935.

second factop! is the reception probability in a zero-noise 19- 2(2) displays the path efficiency as a function ¢@f

network. This allows an independent analysis of noise af§tween0 andm/2. _
interference issues. We assume that every packet has a given end-to-end re-

ception probabilitypgg, dictated by the application (or the
I11. NOISEANALYSIS transport) layer. From Section I, we know that for a zero-

First, we study the performance of zero-interference nép_terference network, the link recegltvl(f) n probability owelink

works, where only one node is transmitting at transmit pow®f distanced is given bypYY = e 7udo~* . Solving for Py, we

P, in every timeslot. For each connection, the source afiid the necessary transmit energy to achieve a link reiigbil
L. . . _ do®“ON, ; ;

destination are uniformly randomly chosen. It is assumad’ tobeEy = <=k If there areh hops with equal distance

that the network is large and dense, which implies that tig, the link reception probabilityY is p}/". Then the transmit

distributions of the Euclidean distance between the sourggergy at each hop is

and destination are identical for all three networks and tha N

the direction is uniformly distributed if0, 27). We route the E;, = hdo ONo . (4)

packet via nearest neighbors along the shortest path tatgard —Inppr

destination. In [7], this is called minimum-energy routivge  Using nearest neighbor and shortest path routing, thelkeave

call it nearest neighbor and shortest path routing. It is®ssl distance isd; = r cos ¢ + rsin ¢, wherer is the Euclidean
that all the three networks have the same node densityl. distance. The number of hopl/d, is

A. Square networks h— dL(COS ¢ + sin ). (5)
We first analyze the square lattice network with= N, x 0
N, nodes and distana&, between all pairs of nearest nodesI'he total energy consumption of this route is
The next-hop receiver of each packet is one of the four neares 2 do®ON,
neighbors (top, bottom, left and right). For square network  E;,,(¢) = hE = —(cos ¢ + sin ¢)2¥‘ (6)
with unit density, the distance between nearest nofjes 1. do ~PEE
The optimality of a path can be measured by the raticet E,, := —2Xe_. Considering the uniform distribution of
between the Euclidean distanceand the travelled distance », we can find the expected total energy consumption in units
dr. So we define the path efficiency as of E, as
_ Buclidean distance  r ESO r2 1 3 ) r? 2
"= ravelled distance dr’ O<n=l1. (2 Etvot = Fﬁ—ﬂ/o (cos ¢ +sin¢)*d¢ = do2——a (1 + ;)

In Fig. 1,0 ismg sourceA is the destination, ang is the ~ 16366 r? 7
angle betweer A and the horizontal axis. By using nearest - do?™ " (7)
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Fig. 4. Path efficiency and normalized energy consumption ametibn of
Fig. 3. Topologies of a triangle network and a hexagon networ ¢ for triangle and hexagon networks.

Fig. 2(b) displays the total energy consumption in units of TABLE |
Eyr?. Averaging the number of hops of (5) ovel the ex- CoMPARISON OF SQUARE TRIANGLE, HEXAGON NETWORKS FORx = 3
pected number of hopsis 1.2732r. For other routing schemes AND a = 4 (NOISE ANALYSIS).
that permit longer hops, the transmit energy consumption is
higher in most cases, in particular for high path loss exptse Energy | Energy | Hop numbers | Path efficiency
We omit the details due to the limited space. (a=3) | (a=4) h/r K
Square | 1.6366 | 1.6366 1.2732 0.7935
B. Triangle networks and hexagon networks Triangle | 1.3088 | 1.4064 1.0261 0.9085
Hexagon | 1.4249 | 1.2502 1.4512 0.7868

Other regular topologies of interest are the triangle togypl

and its dual, the hexagon topology. For each triangle, thexe 0. 1he hexagon topology, we use a similar method to find

three vertices and six nearest neighbors for each verteiie why, o group of nodes that are equidistant (in hops) from the
for the hexagon, there are six vertices for each hexagon al,.ce as shown in Fig. 3(b). We have
three nearest neighbors for each vertex. The distance éetwe

all pairs of nearest nodesds. We use the same assumptionas  ,rr , 2rsin(2r/3 —¢) _ 2r R
. ~ T = 7 cos ¢ + sing |,
for the square networks.e., the networks are large and dense 3/2dg \/§d0 V3
such that the distribution of and ¢ for all the topologies 3/2 3
are identical. In the triangle network, each node is located " (9) ~ 5 = , ©)
. % ork, ez _ : 2sin(27/3 —¢)  2v/3cos¢ + 2sin
a hexagon with areaédo ,sodl” = 7 for unit density.

where0 < ¢ < 7/3. The expected value of” is 223 ~

0.7868. Fig. 4(a) shows the relationship between the path

efficiency and¢ for triangle and hexagon networks far

within 0 and 27 /3.

the destination. We want to find the number of hadpasing S|m|llar to the square .network, we determine the tot.al
fransmit energy consumption for a given end-to-end recapti

igh h h ing. W li o . : :
nearest neig bor and shortest path routing. We can split robability provided the Euclidean distance from the seucc
network into groups such that the members of one group are

equidistant (in hops) to the source. These groups are thesnod © gjﬁ'?ﬁ:’?sg flx(ec)J fgr Z%the_tosffggﬁé TEG}IQO;?JE?VG
in hexagons centered around the source as shown in Fig. 3E?Oi?ertingp the exptroésds)io;s o fLor_the t_rilanr%fa ;n q h(gxa(gon
Thus, the first group will bé& nodes that are one hop away i . : N .
the hexagon with perimeteid,, the second group will be2 r‘{opolog|es yields the energy consumption in both topolagie

nodes that are two hops away in the hexagon with perimeter (v/3 cos ¢ + sin ¢)?

Similarly, for hexagon networksigf2 = 3# for unit density.
Note the superscripf’, H denote the triangle network and
hexagon network, respectively.

Fig. 3(a) shows a triangle networ®. is the source andl is

i 04 Eior(0) = Eqr?dy®~?,
12dy, and so on. In Fig. 3(a), because the angleetweenD A tot 3
and the horizontal axi®zx is betweerp andr /3, we draw the 4(V/3 cos ¢ + sin ¢)? o
vertical | AB| to the line with2z/3 to Ox. The hop numbeh Eo(0) = 9 Eor’dy®~*,  (10)

is |AB| divided byd sin(7/3). The travelled distance isdp.
We will restrict ¢ within 0 and 7/3 becauseh is a periodic
function of ¢ with period /3. Thus we have

where EZ, and E/I, denotes the energy consumption of

(o}

triangle and hexagon networks for< ¢ < 7/3. The expected

in(2n/3— 6) ) total energy consumption in units &r? is (@ + %)dOTa*2
v rsin(2r/3 — T . : 4 8\ JHX—2
ht = “dosin(r/3)  _dl (CQSQS + 7 sin ¢> , for the triangle topology and—\{gﬂ +35)dp for tr_le hexagpn
0 topology. The expected total energy consumption for tiieng
T(¢) _r V3 . V3 and hexagon topology fer = 3 anda = 4 is listed in Table I.
g ~ hTdY  2sin(27/3—¢)  /3cosd +sing It is shown fora. = 3, triangle topology consumes less energy,
for 0<¢<m/3. (8) while for « = 4, hexagon topology gives the least energy

consumption. The difference comes from the factoe/$f .
The expected value of” is 3‘/23% ~ 0.9085. Fig. 4(b) displays the normalized energy consumption for
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TABLE I
COMPARISON OF SQUARE TRIANGLE AND HEXAGON NETWORKS FOR
a = 4 (INTERFERENCE ANALYSIS, WHERE Pmax, gmax/N, Teg, ln, Z
DENOTE OPTIMUM TRANSMIT PROBABILITY, MAXIMUM THROUGHPUT PER
NODE, TRANSMIT EFFICIENCY, EFFECTIVE HOP LENGTH AND EFFECTIVE
TRANSPORT CAPACITY
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Pmax 9max /N Tesr ln Z

Square | 0.0748 0.0277 0.37 | 0.7935 | 0.0220
Triangle | 0.0642 0.0238 0.37 | 0.9085 | 0.0216
Hexagon | 0.0990 0.0364 0.37 | 0.7868 | 0.0286

Received packets per node per timeslot

o o1 02 o3 _oi o5 e o7 o5 o5 1 is about0.37, which is similar to that of slotted ALOHA

. ' TransmnPrc?bablllly namely 671. We define the effective hop Iength aﬁ =

Fig. 5. Received packet per node per timeslot@oe= 10 anda = 2,3,4,5 E[r/h] for a fixed r from the expressions in (5), (8) and

for a square network witlV = 30 x 30 nodes. . L. . ’ .
(9). The effective transport capacity is the distance-ed

a = 4 for the two topologies. Averaging the number of hopdiroughput, defined ag := = - I,

of (8) and (9) overs, the expected number of hopsor fixed The comparison of square, triangle and hexagon networks
i units of r are M/dT ~ 1.0261 and & /dY ~ 1.4512 for a = 4 is shown in Table Il. The transmit efficiency is about
s 0o =~ + s 0o ~ -

for triangle and hexagon networks. So for= 2, 3, in a zero- 2.37 Lor :‘hrﬁe topologigs. Ws Zﬁ? thzt thehhexagog£§Mork
interference network, the triangle topology is the best due as the highest transmit probability, throughput, an €

to its lowest energy consumption, least delay and highdst pér ansport capacity.
efficiency. However, for = 4,5, the hexagon topology hasB. Comparison with optimum scheduler

the least energy consumption. For large networks, nodes in different locations can use the
IV. | NTEREERENCEANALYSIS channel simultaneously (spatial reuse) if they are sufftbie
separated so that mutual interference will not prevent kimu

In this section, we consider a network df nodes, where L o .
. aneous successful transmissions. Exploiting spatiaesewe
every node always has a packet to transmit (heavy trafhc

. L or : can devise a scheduling scheme that maximizes the through
assumption). The reception is only corrupted by interfeeen : . . .
not by noise. put. Here we will deal with the scheduling problem in a square

network. Assume that in every square area wjthnodes,
A. A simple MAC scheme only one node is transmitting. Fig. 6(a) shows the optimum

First, we study a very simple MAC scheme, with the airgcheduling scheme far= 2 for the first 4 phases (the number

of finding a lower performance bound for more elaborat@dicates the phase number). Shifting the four links cotingc

schemes. For the network, it is assumed that nodes are trgRY! N0des in the squares to their right and bottom squares,
mitting packets independently in every timeslot with traits W€ Can get another 4 phases. Since it is for b|d|rect|onall
probability p at equal transmit power level and the next-hogzﬁ'c’ 16 phases are neeged. The total number of phases is
receiver of every packet is one of its neighbors. The pack (q_1_)+4+22(_q_2) = 4g”. In_ Fig. 6(b), the_thro_ughpu_t as
are of equal length and fit into one timedlothe performance @ function of¢” is plotted. Optimum scheduling is achieved
measure is the throughput which is the expected number & = 16. 5, 3', dfora =23 4,5 The throughput ratio
successful packet transmissions in one timeslot. between the simple MAC scheme and the optimum one s

Here we provide simulation resudtef the three networks. A 0.71, 0.48, 0.43 for a - 3, 4, 5, which shows that the relative
detailed analysis of the throughput for networks with difet performance of the simple MAC scheme is better for lower
topologies can be found in [9]. Fig. 5 displays the simutatioth@n highera.

result of the relationship between the per-node througapdt _ 'Nterestingly, the curve of = 2 is quite different from the
transmit probability for® — 10 and variousa for a square simulation results of the simple MAC scheme shown in Fig. 5.

network with30 x 30 nodes, where fory = 4, the maximum The reason is that far = 2, the received interference power

per-node throughpuyma, /N = 0.0277 is achieved at the will be infinite for a receiver located in an infinite plane kit
optimum transmit prorl;;)t()ility) _ 0.0748. The throughput a uniform and finite density of transmitters, as pointed out i

curve for other two topologies has a similar shape, Jui. [7]. The resglts of the simple MAC, scheme is fOBQX 30.
and py., are different. network, while the result of the optimum scheduler is detive

Without interference, we would havegme/N = for a very large network. So, in the latter case, the SIR ishmuc
100%prmas. SO We define the transmit efficiency &5z — smaller, confirming that the per-node throughputdoe 2 to

—9’;“"/1\’. For all the three networks, the transmission eﬁiciencﬁpnverge to zero with increasing network size.

3In fact, the simple MAC scheme is very similar to slotted ALOHA. |
1The same MAC scheme was considered in [8]. general, slotted ALOHA assumes Poisson traffic, whereas imples MAC
2We use MATLAB to simulate the MAC scheme and the Rayleigh fadingcheme assumes every node always has a packet to transmit itireeslot
channel. (heavy traffic assumption).
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Fig. 7. Fora = 2, (a) The simulation result and approximation of the
relationship between the per-node throughput and (b) Distribution of
throughput oves0 x 50 nodes.
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In the case of light traffic, the noise analysis alone provige-
curate results, whereas in the case of heavy traffic, theamktw
will be interference-limited, and both parts are relevarte
characterization of the link reception probabilities pisnthe
evaluation of end-to-end packet reception probabilitigs; in

o

a=5

o

o

80.061] . . . . .
2005 our analysispgg is assumed to be dictated by the application
Zoo4 as part of the QoS specification.

8 o In the noise analysis, far = 2, 3, the triangle network gives
gm the best performance due to its lowest energy consumption,
&”’Om ; delay and highest path efficiency. However, foe= 4,5, the

hexagon network has the least energy consumption.

In the interference analysis, the hexagon network exhibits

(b) the highest transmit probability, throughput and effextrans-

Fig. 6. (a) The optimum transmit scheduler fpe= 2. (b) Received packets port capacny: By cgmparlng the topolqgles and resylts, e fi
per node and timeslot fo® = 10 ande = 2, 3, 4, 5 for a large square that connecting with less nearest neighbors can improve the
network where every?-th node is transmitting in every timeslot. throughput_ For square networks, far> 2, the throughput

For square networks withh x m nodes, the simulation re- ratio between the simple MAC scheme and the optimum one
sults in Fig. 7(a) show that the per-node throughputdes 2 is between[0.40,0.75] — the simple MAC is closer to the
decreases witm (solid line). We approximate the relationshipoptimum for lowera. The performance of any practical MAC
between the per-node throughput amdby a/In(bm) with layer will lie between the bounds provided by these two MAC
a = 0.0065 andb = 0.1366. The approximation is plotted in schemes. Forx = 2 (free space propagation), spatial reuse is
Fig. 7(a) by dashed line. The perfect match confirms the resnbt possible for the interior nodes in large and dense nétsyor
in [7], where it was shown that far = 2, the total interference since the interference power diverges to infinity as the agtw
power of a network of radius is given by integrating:/r (for size is scaled.
some constant) from someR, to . Hence, the SIR depends
logarithmically onr. In Fig. 7(b), the throughput distribution
over the location of the nodes is recorded for a network wif
50 x 50 nodes at the optimal transmit probabilipy,.. =
0.0101 with the per-node throughput,.x/N = 0.0034. We
notice that nodes at the boundary of the network, espeaally
the corner, contribute the most to the throughput, sincg thg)
are subject to less interference. This shows that even ifidy fa
large networks, the boundary effects cannot be neglected. [4]
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