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Large-scale networks of integrated wireless sensors and actuators become increas-
ingly tractable. Advances in hardware technology and engineering design have led
to dramatic reductions in size, power consumption, and cost for digital circuitry,
wireless communications, and MEMS. This enables very compact, autonomous,
and mobile nodes, each containing one or more sensors and actuators, computa-
tion and communication capabilities, and a power supply. Networking is a crucial
ingredient to harness these capabilities into a complete system. While wireless
sensor networks have been studied for about a decade, their extension with actu-
ators is a more recent thrust of research that greatly enhances their capabilities
and range of applications, at the cost of requiring closed control loops that can
cause instability and are subject to delay constraints. This article provides an
overview over existing and emerging technologies, pointing out the opportunities
and challenges of mobile integrated sensor-actuator networks and their relation to
CNNs.

1 Introduction

Pervasive micro-sensing and -actuation may revolutionize the way we understand
and manage complex physical systems. The capabilities for detailed physical mon-
itoring and manipulation offer enormous opportunities for almost every scientific
discipline. Networks of such devices, so-called sensor-actuators networks (SANs)
provide an embedded processing platform with exciting capabilities1,2.

Applications include surveillance in inhospitable environments such as remote
geographic regions or toxic locations, sensing and maintenance in large indus-
trical plants, planetary exploration, seismic activity detection, medical sensing,
micro-surgery, military surveillance and combat, fingertip accelerometer virtual
keyboards, and smart office spaces.

In practically all such applications, key requirements include scalability, robust-
ness with respect to various disturbances and uncertainties, evolvability through
autonomous reconfiguration and optimal redistribution of resources, and interop-
erability in heterogeneous system environments3. In addition, verifiability of the
underlying properties and features of the resulting overall distributed network must
be achievable at various levels of computational complexity.

Wireless connectivity is crucial, since for most envisioned applications, the envi-
ronment being monitored does not have installed infrastructure for either commu-
nications or energy. Therefore untethered nodes must relay on small local energy
sources, as well as wireless communication channels. Due to energy and interfer-
ence considerations, the transmission range of a node will only include its nearest
neighbors, and since computation is substantially cheaper than transmission, con-
trol and resource allocation algorithms run locally on every node in a distributed
fashion. With these properties, an SAN can be clearly viewed at as a CNN.
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From a networking point of view, SANs belong to the class of mobile ad hoc
networks (MANET)4,5. Section 3 includes a characterization of MANETs and
discusses the resulting networking challenges for the design of SANs.

2 Implementation of Network Nodes

In this section, we will give an overview over a few of the existing and emerging
technologies; a more complete list and details on protocols and their implementa-
tions can be found in 5. Since the prerequisite of any implementation is a power
supply with sufficient performance, we will discuss the power and energy issue first.

2.1 Power Supply

The most difficult constraints in the design of SANs are those regarding the mini-
mum energy consumption necessary to drive the circuits and MEMS devices. The
energy problem is aggravated by the actuators that may be substantially more
power-hungry than the sensors. When miniaturizing the node the energy density
of the power supply is the primary issue. Current technology yields batteries with
approx. 1J/mm3 of energy, while capacitors can achieve as much as 1mJ/mm3.

Given only the option of a battery for a power source, the functionality of a node
would be limited. If a node were designed to have a relatively short lifespan, such
as a device built to transmit data only a few times, a battery would be a logical
solution. However, for nodes that can generate sensor readings for long periods
of time, a charging method for the supply must be utilized. Currently, research
groups investigate the use of solar cells to charge capacitors with photocurrents from
the ambient light sources. Solar flux can yield power densities of approximately
1mW/mm2. The energy efficiency of a solar cell ranges from 10-30% in current
technologies, giving 300µW in full sunlight in the best-case scenario for a 1mm2

solar cell operating at 1V. Series-stacked solar cells will need to be utilized in order
to provide appropriate voltages.

Sensor acquisition can be achieved at 1nJ/sample, and modern processors can
perform computations as low as 1nJ/instruction. For wireless communications, the
primary candidate technologies are based on RF and optical transmission tech-
niques. Each technique has its advantages and disadvantages. RF presents a prob-
lem because the nodes may offer very limited space for for antennas, thereby de-
manding very short-wavelength (i.e., high-frequency) transmission. Communication
in that regime is not currently compatible with low power operation. Current RF
transmission techniques (e.g., Bluetooth6) consum about 100nJ/bit for a distance
of 10-100m, making communication very expensive compared to acquisition and
processing. An attractive alternative is to employ free-space optical transmission.
If a line-of-sight path is available, a well-designed free-space optical link requires
significantly lower energy than its RF counterpart, currently about 1nJ/bit. The
reasons for this power advantage are that optical transceivers require only simple
baseband analog and digital circuitry and no modulators, active filters, and de-
modulators. The extremely short wavelength of visible light makes it possible for a
millimeter-scale device to emit a narrow beam, corresponding to an antenna gain
of roughly 7 orders of magnitude compared to an isotropic radiator.
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In SANs, where sensor sampling, processing, data transmission, and actuating is
involved, the trade-off between these tasks play an important role in power usage.
Given a finite amount of energy, balancing these parameters depending on the
application will be the focus of the design process of SANs.

2.2 An Example: Berkeley “Smart Dust”

Figure 1. The “Berkeley mote” RF
wireless node..

The Smart Dust project at the University
of California at Berkeley 7,8,9 aims at ex-
ploring the limits of system miniaturization
by packing an autonomous sensing, comput-
ing, and communication node into a so-called
“mote” with a volume of one cubic millime-
ter. This ambitious project requires both
evolutionary and revolutionary advances in
miniaturization, integration, and energy man-
agement. Such advances will be facilitated
by the progress in MEMS, which permits the
fabrication of small sensors, optical commu-
nication components, actuators, and power
supplies. Microelectronics provides the nec-
essary functionality and processing power
in ever smaller areas with decreasing power
and energy consumption. The Berkeley
group follows two approaches, one is based
on RF communication, the other on optical
links.

RF motes. The current state of the RF mote (Fig. 1) is a matchbox sized
PCB with off-the-shelf components: A 4MHz 8bit CPU (by Atmel), a 50kbit/s
transceiver in the 900MHz band (by RF Monolithics), 4KB data memory, 128KB
program memory, and 6 A/D channels to convert the sensor data. Various types of
sensors such as accelerometers and magnetic, temperature, light, humidity, acous-
tic and pressure sensors can be connected via a generic interface. An extremely
compact operating system called “TinyOS” has been tailor-made for this type of
mote10.

Of course this mote is far from fitting in a cubic millimeter, but merely by
combining its components into a single chip, its volume could be decreased by two
orders of magnitude.

Optical motes. As discussed in the Section on power supply, a promising alter-
native to RF communication are laser-based optical links. The main disadvantage
is that a line-of-sight path has to be available, and the main challenge is to aim
the laser beam precisely at the receiving mote. Additionally, the laser diodes are
relatively power hungry. The Berkeley group managed to come up with an elegant
solutions to these problems by implementing a passive transmission technique7,
i.e., to modulate incoming optical signals and reflect them. This idea is based on
a corner-cube retroreflector (CCR) that comprises three mutually perpendicular

7th IEEE International Workshop on CNNs and their Applications 3



Figure 2. Optical Berkeley mote. ( c© UC Berkeley.)

mirrors of gold-coated polysilicon. The CCR has the property that any incident
ray of light is reflected back to its source. The MEMS based CCR includes an
electrostatic actuator that can deflect one of the mirros at kilohertz rates. It has
been demonstrated that a CCR illuminated by an external light source can transmit
back a modulated signal at kilobits per second. Figure 2 presents an optical mote
with both passive and active communication. For the active transmitter, MEMS
technology can be used to assemble a beam-steering micro-mirror to enable commu-
nication between nodes. For passive transmission, it is assumed that the operator
of the SAN is using a relatively high power laser beam to “interrogate” the motes
(Fig. 3). Such an interrogating beam could be built in binoculars, for example.
For the receiver, a CCD camera is suggested, that will have to detect numerous
incoming signals simultaneously (Fig. 4). For an envisioned size of up to 256×256
pixels, this CCD array will generate a data flow of several tens of Mbits/s, which
cannot be handled in a hand-held device. Clearly, the incoming data carried by
the modulated reflected laser beams has to pre-processed and/or compressed early,
most beneficially directly at the CCD sensor. Such a task is certainly tailored to
CNNs with optical inputs, since the CNN processing capability permits an efficient
detection of relevant patterns in the motes’ response.

2.3 Combining Sensors and Actuators

The Berkeley platform includes mirrors as actuators in the optical mote, but that
does not enable it to react to the environment. Numerous applications only become
attractive if the nodes are mobile and are able to react to what they see or what
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Figure 3. Interrogator scheme for the optical network node. ( c© UC Berkeley.)

Figure 4. Receiver structure of the optical Berkeley mote. Replaced by a CNN with optical input,
the receiver can interpret incoming data. ( c© UC Berkeley.)

the network as a whole sees. Mobile platforms could include small mobile robots or
flying insect-like nodes. Such an extension necessarily entails closed sensor-actuator
control loops. Since sensor and actuator are generally not colocated on one node,
the control problem is distributed, and it suffers from unknown delays induced
by the underlying network. Closed-loop control aspects of large networks are the
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subject of a research effort sponsored by DARPA/OITa. This work is currently in
progress; the goal is the formal verification of the correctness of the distributed
control algorithm, and to derive tight upper bounds on the delay of the feedback
loops. As with CNNs, such feedback leads to much richer dynamics but necessitates
measures to guarantee stability. Some of the challenges are caused by the properties
of the communication network, which are discussed in the next Section.

3 Networking Issues

3.1 SANs as mobile ad hoc networks

As mentioned earlier, SANs are mobile ad hoc networks (MANETs) 4,5. MANETs
have several salient characteristics:

• Dynamic topologies: the network topology may change randomly and rapidly
at unpredictable times. A connection between two nodes usually uses several
intermediate nodes as relays (multi-hop connection).

• Bandwidth-constrained, variable capacity wireless links

• Energy-constrained operation

• Limited physical security

These properties pose formidable challenges to SAN implementations, one of
which is the routing problem. How can a path be found from one node to a possibly
distant destination node if the topology is dynamic, individual nodes are not reliable
and only nearest neighbors can be reached directly?

3.2 Routing and clustering

Numerous routing algorithms have been proposed and studied for ad hoc
networks11, but most of them suffer from the drawbacks that they require glob-
ally unique addresses and that entire routes from end-node to end-node have to be
discovered and continuously updated. The so-called directed diffusion12 algorithm
takes a different approach by letting messages pass from node to node, without
specifying an exact destination node but rather a geographic area or even just a
request for certain information. Nodes only have to be aware of their nearest neigh-
bors; this guarantees that a node that has the desired information can reply via the
reverse path. Such a diffusion mechanism is quite similar to the diffusion process
in CNNs, which was rigorously analyzed in13.

Nearest-neighbor awareness naturally leads to a clustered network. The division
of large networks into clusters consisting of cooperating nodes has several advan-
tages such as increased robustness and security; simplified addressing, routing, and
localization; lower energy consumption, and lower memory requirements 14,15. Fur-
thermore, since sensors and actuators can be assumed to be in the same cluster,
the delay in the control loop will be reduced. Such a clustered SAN can also be
referred to as cellular SAN, in accordance with cellular wireless networks used in
mobile telephony.

aOffice of Information Technology at the Defense Advanced Research Project Agency, USA
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4 Conclusions and Outlook

SANs are a very promising platform for pervasive sensing, surveillance, and com-
puting which may revolutionize information gathering and processing. As minia-
turization proceeds further, goals such as cubic millimeter “smart dust” become
feasible. As Kris Pister, one of the Smart Dust investigators, points out: “In 2010
MEMS sensors will be everywhere, and sensing virtually everything. Scavenging
power from sunlight, vibration, thermal gradients, and background RF, sensors
motes will be immortal, completely self contained, single chip computers with sens-
ing, communication, and power supply built in. Entirely solid state, and with no
natural decay processes, they may well survive the human race.”

The discussion of SANs revealed that they are related to CNNs in multiple
ways. Not only the topology with its nearest-neighbor connectivity is similar, but
also the process how information is diffused or propagated through the network.
Furthermore, CNNs can be readily applied as receivers for networks with optical
communication, and stability studies of SAN control loops may benefit considerably
from results in CNNs theory. Another promising application in the realm of SANs
is the use of CNNs for multisensor fusion16.

Networking with such tiny nodes is closely related to the concept of nanonet-
working recently introduced by the author, which denotes networking with nodes
that are based on nanoelectronic devices. CNNs based on resonant tunneling
diodes17 or quantum dots18,19,20 are the first examples of such nanonets. In the
context of this article, wireless nanonets are envisioned that have the potential to
surpass the barrier of 1mm3 per node, thus coming even closer to real smart dust.
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