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Abstract—This paper applies spectral efficiency as a perfor-  On the other hand, most previous work on routing from the
mance measure for routing schemes and considers how to obtain network communitye.g, [6], [7] mainly studies how to design
a good route in a wireless network as the network signal-to- ..\ routing metrics to improve the throughput, and how to
noise ratio (SNR) varies. The motivation for this study is to . o . . ' .
combine different wireless routing perspectives from networking mod_lfy existing routing pro-tocols -to Incorporate ne_w metrics.
and information theory. Their models are often built on link-level abstractions of the
The problem of finding the optimum route with the maximum  network without fully considering the impact of the physical
spectral efficiency is difficult to solve in a distributed fashion. |ayer. There is little if any discussion about the fundamental
MO“"atedtby art‘) i”tfor”;atliton'th?oretica' a?a'¥ﬁi3' this _papterl performance limits, namely (Shannon) capacity or spectral
roposes two suboptimal alternatives, namely, the approximate - . :
%egl path routing (KIPR) scheme and the dié/tributegpspectrum-y QﬁlClenCy. In cpntrast to t,hese works, this paper stu-d!es t.he
efficient routing (DSER) scheme. AIPR finds a path to ap- influences of different routing schemes on spectral efficiencies

proximate an optimum regular path that might not exist in and designs distributed routing schemes based on insights from
the network and requires location information. DSER is more an information-theoretical analysis.

amenable to distributed implementations based on Bellman-Ford

or Dijkstra’s algorithms. The spectral efficiency of AIPR and

DSER for random networks approaches that of nearest-neighbor . . . o

routing in the low SNR regime and that of direct communication ~ 1he work in [8]-{10] provides important guidelines for

in the high SNR regime. Around the regime of 0 dB SNR, the designing spectrum-efficient networks. Assuming a one-

spectral efficiency of DSER is up to twice that of nearest-neighbor dimensional linear network, [8]-[10] show that there is an
routing or direct communication. optimum number of hops in terms of maximizing end-to-
end spectral efficiency. The results challenge the traditional
wireless routing paradigm of “the more hops the better”.
However, [8]-[10] assume the number of relay stations and
As wireless communications are extended beyond the laséir locations are design parameters. In practice, the network
hop of networks, new paradigms for wireless relaying (irgeometry changes as the network operates and grows; thus,
cluding routing as a special case), are needed to addraeither the number of available relay nodes nor their loca-
unique demandsg.g, spectral efficiency, of multi-hop wire- tion between a source and destination are design parameters.
less networks. Research from different perspectives, naméiierefore, this paper considers choosing the optimum route
networking and information theory, often results in differenin a network comprised of an arbitrary number of randomly
sometimes even conflicting, routing paradigms for wirelesscated nodes.
networks [1]-[7]. The goal of this paper is to study the wire-
less routing problem combining networking and information-
theoretic perspectives. The remainder of the paper is organized as follows. Sec-
The study of wireless networks using information theortion Il describes the system model and assumptions. Sec-
[1]-[4] has led to many relaying protocols that are asymptaion Il formulates the problems of finding a route with the
ically order-optimal as the number of nodes goes to infinitypnaximum spectral efficiency assuming the optimal bandwidth
However, all practical networks have a finite number dllocation and equal bandwidth sharing, respectively. Since
terminals. Furthermore, relaying protocols from informatiobandwidth allocation requires exchange of global information,
theory can involve complicated multiuser coding techniquethe rest of the paper focuses on providing solutions for the
such as block-Markov coding and successive interferencase of equal bandwidth sharing. Sectibh proposes the
cancellation, which are often not allowed in practical system&lPR scheme, which requires location information. Section
The gap between information theoretical analyses and practipadposes the DSER scheme as another suboptimal solution to
implementations has inspired us to study networks with the problem in Sectionill. The spectral efficiency of DSER
finite number of nodes with an emphasis on the distributetbsely follows the optimal spectral efficiency as the network
implementation aspects of our routing schemes. SNR changes. More importantly, relative to AIPR, DSER can
be implemented with standard distributed algorithms that are
This work has been supported in part by NSF Grant CCF05-15012. gtuaranteed to converge and generate loop-free paths. Sec-
Degiang Chen, Martin Haenggi and J. Nicholas Laneman are with Depart- . .
ment of Electrical Engineering, University of Notre Dame, Notre Dame, | on VI presents simulation results and Secfidih concludes
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|. BACKGROUND AND MOTIVATION



Il. SYSTEM MODELS use, whereC', is the end-to-end achievable rate in bits per
A. Network model second given a bandwidth constraisitalong the path.. The

We represent the nodes in a network and the possit’ﬁverage spectral efficiency of a routing scheme is the spectral

transmissions between nodes by a directed geaph(V, &), (rejmirrfg of its selected routing path averaged over random

where V represents the set of nodes in the network &nd '

represents the set of directed edges (links). For each link )

e € £, we uset(e) to represent the transmit end of the linkC- Scheduling

and r(e) to be the receive end. A path from nodes to Because wireless devices generally cannot transmit and re-

noded, s # d, consists of an ordered sequence of uniquseive at the same time on the same frequency, it is important to

links Iy, 12,13, ...,1, € £ that satisfies the following: for eachschedule the transmission of terminals to avoid such conflicts.

1<k<n—1,r(k) = tllgs1); t(l1) = s; andr(l,) = d. In general, scheduling transmission in networks is NP-hard

We also denote the source and destination of a given patt{12]. To avoid the difficulty of jointly optimizing routing

ast(L) =t(l1) andr(L) = r(l,), respectively. The length of and scheduling, we assume the network operates with time

the path|L| is the number of links in the path. One typicabivision multiple access (TDMA) without spatial reuses.,

assumption in networks is that there is no link between twaach node transmits in its own unique time slot. Thus, there

terminals if the signal quality is below certain thresholds [1]s no interference at any receiver.

[6], [7]. However, from an information theoretical perspective, For simplicity, we only consider routing for one source-

two terminals can always communicate with a sufficiently lowestination pair and limit our study to single-path routing

rate. Therefore, in this paper we assume any two terminalsas most existing routing protocols do not exploit multi-path

the network can directly communicate. routing. Also we do not allow the links to exploit cooperative
diversity, e.g, [13], [14].

B. Channel Model

The wireless signal is attenuated with a power decay law Il. PROBLEM FORMULATIONS
that is inversely proportional to the-th power of the distance This section discusses how to select routing paths that
between the transmitter and the receiver. Thus, the path-losaximize the spectral efficiency. If bandwidth optimization is
factor from node: to nodej is given by allowed, Sectionll-A provides the optimal routing scheme.

o For the case of equal bandwidth sharing, Sectiddnshows
Gij=ceD;j @ that the optimal routing path is difficult to find and inspires

where D; ; is the Euclidean distance between nadand j, SectionlV and SectionV for suboptimal solutions.
« is the path loss exponent (typically taking values between
2 and 4), andt is a constant. We can also expréss; asG; A, Bandwidth Optimization
where!l € &, t(I) =4, r(I) = j. This model holds only when
cD; ; < 1 In this paper, ‘?‘f‘er appropriately normahzmg th%llocated to each link as \;. Due to the global constraint on
transmission power, we will assume that 1. The received bandwidth. we have
signal is also corrupted with additive white Gaussian noise ' Z)‘l 1
(AWGN) with a normalized one-sided power spectral density '
Ny, which is assumed to be the same for all receivers. _ ) o

We consider the setting in which all transmit devices afé the network permits bandwidth optimization ovay, [9]
constrained by the same symbol-wise average transmit powBPWS the max-min spectral efficiency along a rolités
P and assume all devices transmit with the maximum available 1
power P. This assumption is justified by the fact that for the
low-power transceivers, the local oscillators and bias circuitry
dominate the energy consumption [11]. Another observation i 1
support of this assumption is that terminals in wireless mesh A= og(1+ )3 1 .
networks are mostly immobile and connected with abundant 8 PL) ZiieL Tog(1+p1)
power supplies. We further assume that the network is suppli€derefore, we can use Bellman-Ford or Dijkstra’s algorithms
with a finite bandwidthB (Hz) and define the normalizedwith a link metric of1/log(1+ p;) to find the route that max-

Along a pathL, we denote the fraction of channel uses

leL

)

1
ZlEL log(1+p;1)

(4)

network SNR as imizes the spectral efficiency by minimizing’,(1/log(1 +
p= i7 (2) pi))- We refer to such a routing scheme as optimal routing with
NoB bandwidth optimization (ORBO). Although the ORBO path
For any link! € £ that connects nodéand j, we define the can be computed in a distributed way, the optimal bandwidth
link SNR on linki as share of linki requires each node to know the link SNRs of

-G 3) the thle 'route to compute. As we will see, ORBO is mo§t

pL= Pt beneficial in the low SNR regime, where the power spent in
where G, is the path-loss factor along the link. We definelistributing global knowledge of routes may not be neglected.
the spectral efficiencyR;, for a path L as the bandwidth- Another concern about bandwidth optimization is the issue
normalized end-to-end ratee., R;, = C1,/B bits per channel of fairness, as one node with a larger share of the bandwidth



might spend more energy than other nodes with a smaller shapecifically, in [8], it is shown that the number of links along
of the bandwidth. Therefore, the rest of the paper focuses an optimal path satisfies

the case of equal bandwidth sharing. I a+W(—ae=®) @)
opt=t ™ In2 ’

B. Equal Bandwidth Sharing where R is the path spectral efficiency, and/(-) is the
Under the constraint of equal bandwidth sharing, the enBincipal branch of the LambeW function [18]. Furthermore,
to-end spectral efficiency of a given pakhis from (1) and 6), we have the following condition for an

. optimal regular linear path given the network SMR
Ry = rzréi?m log(1 + pu), () gnope R _ 1\ M/
Nopt = 7{) . (8)

where the factod /|L| comes from the sharing of bandwidth
among relay links. For a path, the signal quality is reflected Plugging ) into (8), we obtain the number of hops in an
by the worst link signal SNRo: = minjc;, p;, and the Optimal regular linear path.

efficiency of bandwidth use is characterized|hy. The spec- ~ Thus, given the network SNR, we can compute the
tral efficiency 6) increases ap* increases ofL| decreases. Optimum inter-relay distanc®,,,, which is equal to the total
However, for routes connecting a given source and destinati6@urce-destination distance divided hy,,. However, such a

if the number of links|L| increases (or decreases), there af€gular linear path with an optimum inter-relay distance might
more (or less) relay nodes apd is more likely to increase not exist in the network. A suboptimal solution t6) (can be

(or decrease) due to shorter (longer) inter-relay distances. TRi¥ained by finding a path approximating this ideal path. We
can be seen by comparing the nearest-neighbor route andRFPose the following procedure to obtain an approximately
direct communication (the source directly transmits to tHeleal path:

destination) in a linear network. For all routes connecting a 1) Calculate the optimum inter-relay distants,,,;

given source and destination, the nearest-neighbor route ha8) Find the next-hop node which is at maod,,, away

the maximalp} but also the largestZL|. On the other hand, from the source and lies within the angg2,0 < ¢ <
direct communication has the minima}, but also has the m of the axis from the source to the destination;
smallest|L|. Therefore, there is a trade-off between physical a) If there is no such node, increabs,,, until there
layer parameters.,e., signal quality and the efficiency of band- is a such node;
width use, in selection of routes. The optimal routing scheme b) If there is more than one such node, choose one
takes this trade-off into account by providing a solution to the with the maximum distance from the source;
following optimization problem: 3) Continue 2) using the chosen relay as the new source and
1 the possibly newDy,,, until the destination is reached.
min— log(1+ py), (6)

Note that the parametef/2 is chosen to prevent the path
, o _from going in the wrong direction in the two-dimensional
where nodes andd form t.he deswgd sgurce.-des.tlnatlc')n IOa'rplane. Since the motivation for this scheme is to approximate
_ Unfortunately, the routing metric given irb) is neither .o jgeal path, we refer to this routing scheme as the ap-
Isotonic nor monotone [1,5]' [16]. Therefore, generalize,imately ideal path routing (AIPR). The implementation of

Bellman-Ford and Dijkstra's algorithms cannot be used IQpR requires location information. Therefore, this approach
solve ). In general, the computation of the spectral efficiency ot easy to integrate into existing network routing proto-

by (5) requires global information about a path. Thereforey, s hased on Bellman-Ford or Dijkstra’s algorithms. In the
the problem §) does not exhibit the optimal substructure thafbllowing, we will propose another suboptimal solution ) (

is necessary for the use of dynamic programming methogs, js more amenable to distributed implementation.

[17]. The solution to §) can in principle be obtained by

an exhaustive search method. However, for a network wi{p DISTRIBUTED SPECTRUM-EFFICIENT ROUTING (DSER)

n relays, there are™ different possible paths connecting ) o i i
the source and destination. This exponential growth makes! N€ discussion in Sectiofil suggests that there is both

the exhaustive search method unrealistic in practice if tfePenalty and a reward, in terms of spectral efficiency, with
network has a moderate to large number of relay nodes. méddition o_f intermediate relay links. This motivates us to solve
importantly, an exhaustive search method is not amenalfi§¢ following problem for a spectrum-efficient route:

to distributed implementation. Therefore, in the following, Zl 8

L:T(L)Hzli}t{(f;):d el |L|

SectionlV and SectiorV provides two alternative suboptimal Lr(L) st (L)=d + o ©)

solutions to 6). tek

where, as before, nodes and d form the desired source-
destination pair, and3 > 0, referred to as theouting
coefficientis a parameter that can be designed. Intuitively, the
The idea of AIPR is to find a route that approximateadditive constant represents the penalty for additional hops
the optimal regular linear path. For a regular linear path, [8h corresponding efficiency of bandwidth use; the fadtgy,
suggests that there is an optimum number of hogs. More characterizes SNR gains by using links with short distances;

IV. APPROXIMATELY IDEAL PATH ROUTING (AIPR)



and the parametef weights the impact of power and band-approach that of nearest-neighbor routing. The discussion here
width. A routing scheme can ude+ 3/p; as the link metric agrees with simulation results we will present in Sectitin

and use distributed Bellman-Ford or Dijkstra’s algorithms to For the DSER scheme, the weight of a pdthis W (L) =
solve Q). As we will see, this routing scheme can offey,_, 1 + 3/p,. For any pathsLi, Ly, Ls, if W(L1) <
significant gains in spectral efficiency compared to neare$i(L,), we have bothW(L; & L3) < W(Ls & L3) and
neighbor routing or direct communication. For this reasomy (Ls & L) < W(Ls & L»), where L; & L, denotes the
we refer to this routing scheme as tiistributed spectrum- concatenation of two pathé; and L,. Thus, the DSER
efficient routing(DSER) scheme. The DSER scheme does notetric is strictly isotonic [15]. Moreover, for any patiis, Lo,
depend on the particular path-loss modelij (n practice, the we haveW(L;) < W(L; ¢ L»), i.e, the DSER metric is
link SNR can be directly measured by received signal strengtionotone [16]. It has been shown [15] that for link-state
indicators (RSSI) available on most devices and fed back to tfeaiting protocols, isotonicity of the path weight function is a
transmitters. As a last remark, DSER is backward compatibleecessary and sufficient condition for a generalized Dijkstra’s
i.e, by choosings = 0, DSER degrades to the traditionalalgorithm to yield optimal paths. If the path weight function

routing scheme using the additive hop count metric. satisfies strict isotonicity, forwarding decisions can be based
only on independent local computation, and the resulting path
A. Values of the Routing Coefficient is loop free. For path vector routing protocols, monotonicity of

the path weight function implies protocol convergence in every
. . ) network, and isotonicity assures convergence of algorithms
provides the_optlmum number Of hops,, for the design into optimal paths [16]. Therefore, the DSER scheme can be
of a regular linear network. Now, if we assume that DSER Mplemented in existing networks with link-state or path vector

used to design a regu_lar !inear network_ cpn_neqing a paF“CU 3 ting protocols. Also, the path metric of the DSER scheme
source-destination pair with SNRR the minimization objective is additive, meeting a standard assumption of most existing

function becomes implementations of Bellman-Ford or Dijkstra’s algorithms

To determine the routing coefficiert, we note that &)

L —
sz = zf 1+ 2 10y 07
We temporarily trea{L| as a real number, differentiatdq) VI. SIMULATION RESULTS

with respect to|L| and setdf(|L|)/d|L] = 0 to obtain an
expression for the optimum number of links|,,;. By letting
|L|opt = nopt, We have

This section presents simulation results to compare spectral
efficiencies of different routing schemes. As spectral effi-
ciencies grow with SNR in general, the absolute difference
eotW(—ae™) _ 1 between the spectral efficiencies of two routing schemes may
(1) not reflect their relative performance difference. Therefore, we
compare different routing schemes using direct communication
85 the reference. More specifically, we define the normalized
spectral efficiency ratig of a routing scheme as the ratio of its

model. Furthermore, in the range < a < 5, (11) can be average spectral efficiendy to the average spectral efficiency
| i ~ 2% 1 ionVI . o
very accurately approximated & n SectionVl we f direct communicationj.e, v = R/log(1l + p). For two

resent simulation results to show that DSER perform ite . ) . .
\F/)vsllsisinsg trl:i:a%prgz%:tioons © at DSER performs qurgutmg schemes! and B with ratios~4, vp, respectively, the

We note that 1) is developed assuming there are aff{=120E BEHEER MEIEIONE: T oy (SRR TR €0
infinite number of nodes and locations from which to choosg. P y 9

Therefore, for an arbitrary network with a finite number O'Tspectral_ efﬁcm_:ncy of direct co_mmumcaﬂon. .
nodes, the value of can be further tunec.g, for a specific Our simulations focus on uniformly random linear networks.

route geometry and network SNR, to improve the spectryi as(s)u(r)ne tr:je 1s%urce and t(jesltlnatlc&nt:rehloc_:ate? ?t coordi-
efficiency of the DSER scheme. nates(0,0) and (1,0), respectively, an e horizontal coor-

dinates of intermediate relay nodes are independent random
_ variables uniformly distributed between 0 and 1. We assume
B. Properties a path-loss model described in SectitB, taking the path
From @), it is straightforward to see that for a givenloss exponent as 4. According to the approximatigh~ 2
network, the route generated by DSER depends on the limk SectionV, the routing coefficient is taken to be 16. We
SNRs. In the high SNR regime, the terayp; in (9) can average oveit0® network realizations. In our simulations, the
be much smaller than the penalty tertmi.e, the cost of boundaries of the 90% confidence interval are withih%
sharing bandwidth among many links outweighs the SN& the average value assuming the spectral efficiency of a
gains of shorter inter-relay distances. Thus, the DSER routauting scheme is Gaussian distributed. Thus, the confidence
will approach direct communication between the source aiterval is sufficiently-small, allowing us to compare routing
destination in this regime. In the low SNR regime, the terschemes using the average spectral efficiency, or equivalently,
B/p; becomes the dominant term in the link metrice, the normalized spectral efficiency ratio.
the SNR gains of shorter links outweigh the cost of sharing As two examples, Figl and Fig.2 show the average nor-
bandwidth. In such scenarios, the performance of DSER willalized spectral efficiency ratios of different routing schemes

p= a—1

The routing coefficient determined byl1) is independent
of the network SNR and can be determined by the chan



including nearest-neighbor routing, direct communicatiol 10" ——

AIPR, and DSER for uniformly random linear networks witl g

5 and 10 nodes, respectively. In Figand Fig.2, the optimal e X | & Opimal
spectral efficiency is obtained by an exhaustive search mett = : ; N\ v | B AIPR
and is provided as a reference. It is clear that the performar § §
of direct communication only approaches the optimum perfc 2
mance in the high SNR regime and suffers from a significa% 10°
loss in spectral efficiency at low SNR. The performance (%
nearest-neighbor routing approaches the optimal performai §

in the low SNR regime, but degrades in the high SNR regin z
due to its inefficient use of bandwidth. In contrast, one ce3
observe that the curves of the DSER scheme track the optir
curves throughout the whole SNR regime. One can also ni 3 : : :
that the AIPR scheme is also capable of adapting to t %4 =0 20 -i0
change of network SNRs. In the low SNR regime, AIPR migt.. SNR (dB)
outperform nearest-neighbor routing and DSER. However, in

the mOder"’_‘t? SNR reglme' DSER offers Slgm_flcant gam; Hb 1. Normalized spectral efficiency ratio of different routing schemes for
spectral efficiency relative to AIPR, nearest-neighbor routingniformly random linear networks with 5 nodes.

and direct communication. In particular, when the network
SNR is around O dB, the spectral efficiency of the DSE ¢
scheme is twice as large as those of nearest-neighbor rout
and direct communication. Therefore, networks can bene &
significantly in spectral efficiency from the use of DSER. Alsc £
comparing Figl to Fig.2, it is observed that, as the numbero s _ .
nodes increases, the performance of DSER and AIPR gener.
improves regardless of SNR regimes. However, as the num
of users grows, the performance of nearest-neighbor routi
improves in the low SNR regime and degrades in the hic
SNR regimes.

Another important observation for Fid.and Fig.2 is that
the normalized ratio of each routing scheme approaches t 3
different constants at low and high SNRs. This observatic
suggests different scaling behavior at different SNR regime 10_’i10 =5 =5 =T 5 n 20
Recall that at low SNR, the spectral efficiency of direc SNR (dB)
communication is approximated ky Thus, the observation
that the normalized ratio of a routing scheme approaches a
constant at low SNR suggests the average spectral efficienc;z'nI
this routing scheme scales linearly with SNR at low SNR. We
characterize this scaling behavior by the coding gain, defined
asT :=lim, .o v. The coding gairr is the slope of the curve 45in

of the spectral efficiency as a function of SNR at low SNR. Fig. 3 compares the performance of DSER with that of

From Fig. 1 and Fig. 2, the coding gain of DSER is closentimal routing with bandwidth optimization (ORBO). The
to that of nearest-neighbor routing and inferior to AIPR anébectral efficiency improves for ORBO mainly in the low
optimal routing, indicating AIPR is better than DSER at loVNR regime. However, as the network SNR increases, the
SNR. At high SNR, the spectral efficiency of direct compenefit of bandwidth optimization decreases and eventually
munication is approximated bipg p. Thus, the observation \anishes. This is because at high SNR, the ORBO route is

that the normalized ratio of a routing scheme approachegject communication, which is also the case for the DSER
constant at high SNR suggests the average spectral efficieggy,

of this routing scheme scales linearly with the logarithm of
SNR at high SNR. Following [19], we can define the network
multiplexing gain as; := lim,_., 7. The multiplexing gaim
reflects the degrees of freedom that are utilized by a routingThis paper studies end-to-end spectral efficiencies of differ-
scheme, and is the slope of the curve of the spectral efficierayt wireless routing schemes. This paper’s main contribution is
as a function of the logarithm of SNR at high SNR. Fig. to introduce two suboptimal solutions, namely, approximately
and Fig. 2 show that direct communication, DSER, AlPRdeal path routing (AIPR) and distributed spectrum-efficient
and optimal routing all approach the multiplexing gdinin  routing (DSER), to the problem of finding routes with high
contrast, nearest-neighbor routing suffers from a significaspectral efficiency. AIPR is a location-assisted routing scheme.
loss in channel degrees of freedom due to a small multiplexiDfSER can be based upon local link quality estimates, can

k Rat

0 10 20

|| =% nearest

|| ==~ direct

'| ©- DSER
-©- Opitmal

-8- AIPR

Ratio of Average Rate to Dire

2. Normalized spectral efficiency ratio of different routing schemes for
ormly random linear networks with 10 nodes.

VII. CONCLUSION



-9~ DSER

-8~ AIPR
-©- Optimal(Equal Bandwidth)

rei N = ORBO i

Ratio of Average Rate to Direct-link Rate

SNR (dB)

Fig. 3. Normalized spectral efficiency ratio of the optimal routing with

bandwidth optimization (ORBO) and DSER for uniformly random lineaf10]

networks with 5 nodes.

be implemented using standard Bellman-Ford or Dijkstrajs,;

(2]

(3]

(4]

(5]
(6]

(7
(8]

El

(11]

algorithms, and can be integrated into existing network proto-

cols. Our results indicate that the spectral efficiency of DSEfR!
scales linearly with SNR at low SNR and scales linearlyy

with the logarithm of SNR at high SNR. Furthermore, the

performance of DSER is close to that of popular neare?e&]

neighbor routing and that of minimum hop-count routing in th

low and high SNR regimes, respectively. In the moderate SNR

regime, DSER provides significant gains in spectral efficienéif!
compared with both nearest-neighbor routing and minimuy,

hop-count routing. Therefore, wireless mesh networks and

wireless sensor networks can benefit significantly from usirfgs]

DSER.
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