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Abstract—In ad hoc networks, performance objectives are of-
ten in contention with each other. Indeed, due to the transnssion
errors incurred over wireless channels, it is difficult to adieve
a high rate of transmission in conjunction with reliable delivery
of data and low latency. In order to obtain favorable throughput

particular, when the link qualities in the system are poor,
packets require to be retransmitted several times acrgss ho
in order to assure reliable end-to-end delivery. This, haxe
leads to queueing of packets at the relay nodes, resultiag in

and delay performances, the system may choose to compromiseUnreasonably large average end-to-end delay, as well ag a lo

on its reliability and have nodes forcibly dropping a small fraction
of packets. The focus of this paper is on the characterizatio of
tradeoffs between the achievable throughput, end-to-end elay
and reliability in wireless networks with random access.

We consider a multihop ad hoc network comprising several
source-destination pairs communicating wirelessly via th slotted
ALOHA channel access scheme. Employing ideas from statistl
mechanics, we present an analytical framework for evaluatig the
throughput, end-to-end delay and reliability performances of the
system. The main findings of this paper are (a) when the systern
noise-limited, dropping a small fraction of packets in the retwork
leads to a smaller end-to-end delay though the throughput dters
as well, and (b) when the system is interference-limited, veever,
there exist regimes where dropping a few packets in the netwk
may actually reduce the end-to-end delay as well as increaske
system throughput. We also present some empirical resultshich
corroborate the results obtained analytically.

I. INTRODUCTION

A. Motivation

rate of transmission. Evidently, there exist tradeoffsuaen
the throughput, the end-to-end delay and reliability of ad h
networks.

In scenarios where reliable delivery of packets is not very
critical, a viable solution to balance end-to-end delay and
reliability is to have the nodes forcibly drop a small fracti
of packets. That way, even though the network reliability is
reduced slightly, the queueing delay of packets can bereslse
considerably. In order to determine the optimal operatioigip
of the system and effectively study the achievable quality o
service offered by the network, it is important to analyze
the throughput-delay-reliability (TDR) tradeoffs, whighthe
primary focus of this paper.

We consider a multihop wireless network consisting of sev-
eral source-destination pairs communicating with eacleroth
employing the slotted ALOHA channel access mechanism,
and present an analytical framework that helps quantify the
TDR performances of the system. We find that while in the

An ad hoc network comprises several source-destinatinoise-limited regime, dropping a small fraction of packiets
node pairs that can communicate wirelessly in a decergihlizhe network leads to a smaller end-to-end delay at the cost

fashion owing to their self-organizing capabilities. Thades
are energy-limited, thus they typically employ multihopto

of reduced throughput, in the interference-limited scenar
dropping a few packets in the network can help mitigate the

ing, wherein relay nodes assist the delivery of packetssacrinterference in the network leading to an increased thrpugh
nodes lying far away from each other. Ad hoc networks aWe also present some empirical (simulation-based) results
touted as being extremely promising for several reasor$) swhich closely match the values obtained analytically.

as being easily and rapidly deployable and reconfigurable,

and also for the fact that they lack single points of failurB- Related Work

compared to traditional network architectures, such dsleel

Scaling laws governing the tradeoff between throughput and

networks and WLANS. In spite of not having a centralizedelay in wireless networks comprising several users arglg fa
infrastructure, these systems are intended to providahleli well-investigated topic [2], [3]. More recently, the effecf
broadband services across multiple hops, for example ithmekopping packets on the delay and throughput performance of

networks [1].

single-hop wireless networks has been studied [4]. However

Performance goals in wireless networks, however, oftdittle work exists towards characterizing TDR tradeoffstlire
conflict with one another. For instance, it is hardly possiblcontext of multihop wireless network flows comprising a &nit
to guarantee a high rate of transmission, i.e., throughput fiumber of relays.

a small end-to-end delay) in conjunction with highly releab

In [5], the authors evaluate the delay-reliability tradenf

packet delivery, due to the random transmission errorsezhus wireless line network for a bounded delay packet dropping

by the unpredictable behavior of the wireless channel.

ftrategy employing queueing theory. However, their anglys



neglects the dependence of the link success probabilities o
the packet dropping event. In [6], the author uses the notion
of transmission capacity to characterize the TDR tradeaffs
wireless networks employing a packet dropping scheme based
on limited retransmissions. However, it is assumed that all
nodes in the network are backlogged, i.e, always have packet
to transmit.

In this work, we use some ideas from the literature on
statistical mechanics, in particular the totally asyminetim-
ple exclusion process, a particle flow model, and the mean-
field approximation. Employing these tools, we present a
simple framework to analyze ad hoc networks, which also
has the advantage of obviating the often-unwieldy queueing
theory-based analysis (that is typically used to study imayt
networks). To the best of our knowledge, this is the first
attempt at quantifying the TDR performances of ALOHA-
based multihop wireless networks, all together, whilstliexp
itly taking into consideration the nodes’ buffer occupasci
and the effect of dropping packets on the interference in the
network.

The rest of the paper is organized as follows. Section Il
describes the considered ad hoc network model, and also
outlines the channel access, routing and buffering schemes
considered in this paper. Section Il studies the TDR trédeo
in ad hoc networks, treating the noise-limited and intenfiee-
limited regimes separately. Section IV concludes the paper

1. SYSTEM MODEL Fig. 1. (Top) lllustration of nearest-neighbor routing insector of angle
. . . .*x¢/2 along the axis to the destination for an arbitrary flow. Theke& is
We consider an ad hoc network comprised of an infinit@uted from node to nodei + 1, which then relays it to node+ 2, and so

number of source nodes, each of which intends to establisna(Bottom) A sample realization of the ad hoc network maztehprising
; . ] . . several flows (marked by thick solid lines). The circles dephe sources,
(in general, multihop) flow of packets to a certain destorati while the triangles represent destinations. In this itlatibn, each destination
node lasting over an infinite duration of time. This framekvoris assumed to be locates nearest-neighborn( = 1) hops away from its
is suitable for modeling ad hoc networks since the aggreg&g&esponding source node. The density of source nodes=i§.05, and the

. - rpouting sector angle i$ = /2.
traffic in an ad hoc network can always be decomposed into
several unicast multihop flows. The distribution of source
nodes is assumed to be a homogeneous Poisson point process
(PPP) on the infinite plan®? with densityd. Additionally, away from its corresponding source. Note that in general, th
the network consists of a countably infinite population cfame common relay node may be a part of multiple flows, in
other nodes (potential relays and destinations) arrangeal aparticular whenj is large.
homogeneous PPP with density 5. Thus, the total density of We take that all nodes use the same frequency band such
the network is (without loss of generality) equal to unitprF that simultaneous transmissions interfere with each other
each source node, the destination node is chosen at a ran&aithermore, no power control is employed; we simply assume
orientation, and at a random finite distance. that the transmit power at each transmitting node is equal

) to unity. Also, we model the attenuation in each link as the

A. Routing Strategy product of a large-scale path loss with exporreand an i.i.d.

It is assumed that each source knows its own location aRdyleigh fading component. Time is slotted, and transioissi
the direction towards its intended destination. Packeddtan attempts occur at slot boundaries. Now, det= {z;} denote
routed in a general manner as follows: each node that rexeitie set of transmitters in an arbitrary time slot. Then, ttalt
a packet relays it to ita'-nearest-neighborn(> 1) in a sector received power at locatiop on the plane in that time slot is
of angle¢ € [0, 7], i.e., the next-hop node is thé"-nearest-
neighbor that lies withint¢/2 of the axis to the destination. Is(y) = Z Gayg(z —y),

Fig. 1 (top) illustrates the case of nearest-neighboe=( 1) zEP
routing. where G,,, denotes the (power) fading gain of the wireless

A sample realization of the system model comprising selink betweenz and y, and g(z) = ||z||~7. We define the
eral source-destination pairs is shown in Fig. 1 (bottonthwitransmission of a packet from a node located ato another
0 = 0.06 and ¢ = w/2. In the figure, each destinationlocated aty to experience an outage if and only if the
is assumed to be locatedl nearest-neighborn( = 1) hops instantaneous signal-to-interference and noise-raliNR}® at



y is smaller than a threshol®, i.e., the probability of a
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successful transmission at the receivey a given by /\v /\v ﬁﬂ /\
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where Ny denotes the noise (AWGN) variance. , - . , . .
Fig. 2. Depiction of a “typical” flow with the link reliabilies ps. The

source node (numberdd) is always backlogged and has a large buffer that

B. Buffering and Transmission Policy feeds packets required to be delivered. Relays ., N have buffer sizes of
unity. In the above figure, filled circled represent nodeshwvgackets while

We now introduce a buffering and transmission policy fogmpty circles indicate nodes with empty buffers. For thispsot, we see that
each flow in the network, which obeys the following two ruleg! fansmission from noda’ —2 to node/ — 1 will fail becausery —; = 1.

1) All the buffering in the network is performed at the
source nodes, while each relay node has a buffer size _
of unity (for each flow it is associated with). Thus, allP- Performance Metrics
the queueing occurs at the source, while relay nodeswe are interested in the performance of the ad hoc network
may hold at most one packet (per flow). We also takf its steady stat§ast — o). The performance of the system
that the source nodes are backlogged, i.e., they alwaysharacterized based on three end-to-end metrics, thpaiig

have packets to transmit. mean end-to-end delay and reliability, each evaluated for a
2) Incoming transmissions are not accepted by relaystyfpical flow at steady state. They are formally defined as
their buffer already contains a packet. follows.

The two aforementioned rules together mean that a suce The per-flowthroughput 7', is defined as the average
cessful transmission may occur only when a node has a number of packets successfully delivered (to the destina-
packet and its target node’s buffer is empty. Employing this tion) in unit time, along a typical flow in the network.
transmission scheme prevent packets from getting closelye Themean end-to-end delay D, is defined as the average
spaced, and in consequence, efficiently regulates trafficgal number of time slots it takes for the packet at the head of
the flows in a completely distributed manner. Furthermore, the source nodeto successfully hop to the destination.
it prevents the end-to-end delay from getting excessiveesin « The end-to-end reliability R is defined as the fraction
packets never get stacked up at buffers, in particular whent  of packets generated at the source that are eventually

link reliabilities are small. A more detailed discussiontbé successfully delivered. By definitiod, < R < 1.
benefits of using this single-buffer transmission schenmebea
found in our previous work [7] (and the references therein).!!!- TDR CHARACTERIZATION FOR THEALOHA-BASED

We remark that since the distribution of nodes is homoge- WIRELESSNETWORK

neous, it is sufficient to analyze a “typical” flow in the syste  In this section, we introduce a framework based on mean-
Fig. 2 depicts the schematic of a representative flow in tlield theory that we will employ to characterize the TDR
network acrossN relays. The source node is numbered Qradeoffs for the considered ad hoc network model. For an-
while the relay nodes are numbergdthrough N. All the alytical tractability, we neglect the interactions betwdlws
results in this paper are obtained for an “average” networat occur via common relagsWe treat the noise-limited and
that is the one obtained upon averaging over all possibiigerference-limited regimes separately.
realizations of the channels and the underlying point psses. o )

For a typical flow acrossV relay nodes, we denote the” The Noise-limited Regime
occupancyof nodei’s buffer (corresponding to that flow) in  We first consider the scenario where the noise power in the
time slott by =;[t], 0 < i < N. We taker;[t] = 1 when network is much stronger than the interference. This ogcurs
nodei’s buffer is occupied, i.e., it has a packet, anft] = 0 for instance, when the source densitys small, or when the
otherwise. Since the source node is always backloggé@d,= path loss exponent is large. Transmission success events
1, Vt. Note that a packet may successfully hop between nodesoss links are independent of the occupancies of othexsnod
i andi+ 1 in time slott only if {7;[t],7:11[t]} = {1,0}, and in the network and occur w.p; = P(SNR> ©).
furthermore, if its transmission is successful, which repp 1) Case 1: R = 1: We first consider the case with perfect

with probability (w.p.)ps. reliability: all packets along each flow are retransmittexilu
they are successfully received. As described in our priaikwo
C. MAC Scheme: slotted ALOHA [7], when R = 1, the transport of packets along each route

We assume that transmiS_Sio_nS in the netV_Vork are completelynote that we consider only thia-network delay since the source nodes
uncoordinated; the transmission scheme is slotted ALOHAre always backlogged.

Accordingly in each time slot every nod&aving a packet 2In other words, it is not possible for the same common relajerteansmit
' ' or receive multiple packets (corresponding to differeniviipsimultaneously.

mdepen_den.tly transmits with some (contention) probgbili  1p;s assumption is quite reasonable for small values of tbetention
or remains idle w.pl —gq. parameter or smallé (when the flows in the network themselves are sparse).



exhibits an analogy to a particle flow model in statistical Proof: Now, at any instant of time (in steady state),
mechanics, namely the totally asymmetric simple exclusioalay nodeN’s buffer has a packet w.pry; furthermore, it
process (TASEP) [8]. We now use some known results frotransmits w.pg, and the transmission succeeds w..Thus,

the TASEP literature to analyze the TDR characteristics.
As proven in [7], in the long-time limit #{ > 0), the

the throughput is simply given by = ¢p,E7n, which is

identical to (3).

slotted ALOHA-based flow reaches a steady state wherein tRecall that at steady state, the average number of packets in
probabilitiesP(7;[t] = 0) (andP(7;[t] = 1)), 0 < i < N, the flow is Zf;o Er = 1+ N/2. By Little’s theorem [9],
become temporally stationary (independent of time). Hegga D — ZZN:O Er;/T. ]

we use the simplified notation := lim; .., 7;[t] to denote

Evidently, T — 0 while D — oo asps — 0. Also, asN —

the steady state occupancy of nodeSincer; € {0,1}, we oo, T — (1—/T—=gqps) /2 [7, Eqn. 14]. It is interesting to

haveP(r; = 1) = Er; andP(r; = 0) = 1 — E7;. From [7,
Eqgn. 12], we have

note that irrespective of the values @indp,, the product of

throughput and average delay for tle= 1 case is equal to

(1—qps) S20°) B(N —n)B(n) + qps B(N)
B(N +1) 4 gpsB(N) ’

where B(0) = 1, and

B(k) = kz_:l%(];) (j f_ 1)(1 —qps), k>0.

Jj=0

ETZ' =

The steady state occupancies depend non-trivially on the
product termgps, as depicted in Fig. 3. Also, notice the
particle-hole symmetfy i.e., Er; = 1 — Ern,1_;. Hence, in

a system with an odd number of relays, the middle relay has
an occupancy of exactly/2. The average number of packets
in the flow at steady state 5~ , Er; = 1+ N/2.

1200

the constant + N/2.

@) Fig. 4 plots a portion of the TDR region for the slotted
ALOHA-based flow withR = 1 and ¢ = 0.2, for different
values of NV; they are essentially hyperbolas along tRe-= 1
axis. For each value a¥, the curves are obtained by plotting
the throughput (3) and delay (4) for different valuespof
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Fig. 4. A portion of the region (fops = {0.1,..., 1}) depicting the mean
end-to-end delay versus the throughput for the ALOHA-bassd/ork, along
the R = 1 axis. For each value oWV, the TD curve is a hyperbola.

2) Case 2. R < 1: For the case with00% reliability, the
delay and throughput performances of the network are very
poor, in particular when the link reliability, is small. In
order to achieve favorable TDR tradeoffs, relay nodes may

Fig. 3. Average node occupancies at steady state for an ALOased flow jnstead choose to drop a small fraction of packets. In thie res
with N = 5 and R = 1. Notice that they depend non-trivially on the productof this paper, we considersiochastic packet dropping scheme

term gps. Notice the particle-hole symmetrfir; =1 — Ern 41—

which is straightforward to implement in a distributed fash
(with zero overhead). Accordingly, at every time slot, each

The following lemma quantifies the throughput and meaibde having a packet decides to drop the packet in its buffer

end-to-end delay across a typical flow in closed-form.
Lemma 3.1:For an ALOHA-based line flow alongv re-
lays, the steady state throughput at full reliabilitt & 1)

qpsB(IN)
B(N +1) +gpsB(N)’
while the average end-to-end delay is given by

D = (1+ N/2)/T.

IS

SpParticles (packets) moving towards the destination isvedgrit to holes
(empty buffers) moving towards the source.

or not stochastically (based on the toss outcome of a bhiased
coin).

In this subsection, we evaluate the throughput, delay and
reliability performances of the ALOHA-based network in
the noise-limited regime. We show that dropping a small
fraction of packets helps lessen the end-to-end delay (due
to reduced queueing); however, it also results in a decdease
flow throughput. We now provide a mean-field theory-based
analytical framework for analyzing the TDR region of the
wireless network.

Let £ denote the packet dropping probability (or the bias



N =5, ps=0.75, q=0.2

of the tossed coins). In an arbitrary time stot> ¢ + 1, the ox
following events can alter the configuration of nade
1) If nodei, 0 < i < N has a packet in its buffer,

o it decides to drop its packet w.p.

« it decides to transmit its packet w.gdl — &)qg
(product of the packet-retention and the contention
probabilities), and the packet hops to nade1 (if
its buffer is empty) w.pps.

2) Ifnodei—1 (1 <i < N +1) has a packet in its buffer,
it chooses to transmit (w.§1 —¢)g), and its packet hops
to node: (provided its buffer is empty) w.pos.
In case 1), we have;[t] = 1 and [t + 1] = 0. Likewise, the v 15 2 25 3 a5 4 45 5
occurrence of 2) implies that[¢{] = 0 while 7;[t + 1] = 1.
Followmg 1) and 2)’ the evolution of the node oCcupam:leéi’g. 5. Values of the mean node occupancies (solid linesydeeral values of

7; for 1 <i < N takes the form & with N = 5 relays, obtained upon numerically solving the set of eguati
(6). Values obtained empirically (dashed lines) are alsttgdl, and are seen
AT; [t] = —fz‘Ti - (1 - fi)CIiTi(l - Ti-l—l[t])ps,i to closely match the values obtained numerically.

+(1 = &i-1)gi—17i-1[t)(1 = 7i[t])ps,i-1, (5)

WhereATi[t] = Tz[t—Fl]—Tz[t], and{&, gifl}, {Qiu qifl}, and . i i
{Ps.ir Ds.i_1} are all independent Bernoulli random variable From the Taylor series expansion fir; , andE7;, in
pairs with meanst, ¢ and p, respectively. At steady state,POWers ofe, we obtain

P(lim;—o 7:[t] = 1) becomes temporally stationary. In other Erir1 = Er; + edEr;/0x; + O(e2). 7)
words, Elim,_.., A7;[t] = 0. From (5), this means that the . _ _ _ .
set of equations, Employing (7) in (6) and neglecting terms with quadratic or

higher orders ir;, we obtain

—€E7i — (1 = &aps [E[ri(1 — 7i41)] —E[ri1(1 = 7)]] = 0,

o ' 07 (2 — 1/Em) ~ Koz, 1<i<N,
1 < i < N, has a solution. To solve for the mean node . .
occupancies, we employ thmean-field approximatidn ac- Where K = £/ ((1 — {)gpse). Integrating both sides, we get
cording to which the occupancies of the nodes are assumed &i
to be uncorrelatedl i.e., Vi, j, E[ri7;] = ErEr;. Then, for 2E7; —InE7; ~ (1= €)qpse + G, (8)

1 <i < N, (5) simplifies to ,
for some constant§’;, 1 <: < N.

ps(1=8)q[ETi—1(1-E7;)—Er;(1-E7r;11)] —€E7; = 0. (6) Note that setting = 0 emulates the case wherein packets are

The steady state occupancies of nodes, 1 < i < N are "¢V€' droppedR = 1). Setting¢ = 0, we may write

evaluated by simultaneously solving this set6fnon-linear C; =2A;—InA;, 1<i<N,
equations, and may be performed numerically.

Fig. 5 plots the numerically evaluated mean occupancies ‘¥fiére we have from (2),
the nodes in _the ALOHA_—based flow, for some values of the (1 —qps) Zf::(; B(N —n)B(n) + qps B(N)
packet dropping probability. As expected, observe that the Aj= B(N +1) + qps B(N)
node occupancies decrease with increaginghe empirical ) . ) )
(simulation-based) values are also shown, and they closelyNOW. the solution to (8) is expressible in terms of the
match the values obtained numerically. Lambert W function [10] as

AsymptoticsWhen the number of nodes in the flow is large 1 &i
(N > 1), the set of non-linear equations (6) may be solved =7 ~ —3W <_2eXp (_m - Ol)) » 9
in closed form by explicitly considering thguasi-continuum
limit. Accordingly, we fix the total length of the line networ
to a constant, and take the lattice spacing constant toebe
[/N.Thus, forN > 1, e < 1, and the rescaled nodal positio
variablex; = il/N =ie¢, 1 <i < N (hence,l/N < x; <1)
is quasi-continuous. Without loss of generality, we mayeta
the constant = 1.

where)V(z) denotes the value of the Lambert W functiorzat
kThe Lambert W function, however, is a multi-valued function
nWith two real branches/, andWW_;. The branches merge at
z = —1/e where the Lambert W function takes the valué
IllO]. To evaluate (9), we need to choose the right branch of
the Lambert W function.
To this end, we observe that the node occupancies monoton-
“The mean-field approximation is tight at small values of taffective’ ically decrease with proximity to the destination node. tinew
Lier}I:nr([egli]ability qps, and gets looser with increasing values of that produg}vords’ node is the bottleneck node. This can be explained by
5Sincer;, 7; € {0, 1}, this also means that the occupancies are indepeﬂ-Oting that the destination is always Wi"ing to accept @Sk
dent asP(r; = 1,7; = 1) = E[r;7;] = ETEr; = P(1; = 1)P(7; = 1). thus the N™ relay node can empty its buffer at the highest



rate. However, theV — 11 relay needs theV?" relay to be Proof: The proof of (a) is similar to the proof of Lemma
empty to transmit its packet, so the likelihood that it wit b 3.1. Indeed, as explained earlier, the probability thajpifieket

occupied is higher when compared to nadle and so on. at nodeN successfully hops to the destination in one time slot
Let v; = —2exp (— (K;x + C;)). Evidently, v, is always is ¢gpsE7n.
negative andy; T 0 asi — oo. Now, for z < 0, Wy(z) In order to prove (b), let us suppose that a packet arrives at

is an increasing function of, while W;(z) decreases with an arbitrary nodé, 0 < i < N. The three events that need to
increasingz [10]. Noting thatEr; is be a decreasing functionoccur in the following order for the packet to be able to hop
of 4, it is possible to show after some manipulations that to node: + 1 successfully are:

P, 1) Nodei transmits its packet.
12 () i i < (
Er =< / 1(1_/} ) i< . (10) (2) Nodei + 1 has an empty buffer.
1/2W0(’l/)1) if 4> 4%, . L .
o o (3) Nodei’s transmission is successful.

wherei* is the smallest value of that satisfiesp; < iy, Since the node occupancies are assumed to be independent
I.e., . . of each other (by the mean-field approximation), the proba-

v= argmimwi- bility of node i + 1 having an empty buffer conditioned on

Fio. 6 depicts the analvtically obtained values Bf in a the fact that a packet arrives at nodss still 1 — E7;;;. The
9. P y Y ! events (1), (2) and (3) are also clearly independent of each
long network (V = 20) (10) for several values of the packet - . , .
. o other, thus the probability that it hops successfully to1 in
dropping probabilityg. a time slot is

N=20,p =075,q=005 $;i = qps(1 — E7iqq).
025

Consequently, the delay experienced by a packet at nisle
R (- ii:g:g‘l’s geometrically d_istribute_d with meaty's;. _
) -©-i-00 We now derive (c), i.e., compute the fraction of packets
successfully hopping from nodeoi+1, 1 <i < N. Suppose
the packet stays at noddor n; slots before hopping to node
i+ 1. The reliability r; across the linkk — i+ 1, is

ri=(1-=5™ (15)
From (12), we know that; ~ Geo(s;). Therefore, we get

]ETi

0.05

o0

. >S-00 o i tbdsaesd _ si(1—-¢)

i ry = 1—s)F (1 =)k = .
=2 s sl = g
Fig. 6. Analytical approximation of the mean occupanciesades (9) in a e . . .
|org1g N = 20))/ flow vsi[t)h ps = 0.75 andg = 0.05. P © The end-to-end reliability is simply? = Hf\;O r;, which is
equivalent to (14). [ |

Fig. 7 depicts the achievable throughput, mean end-to-end

End-to-end Delay, Throughput and Reliabilitf/e now de- o : ! .
rive analytical expressions for the throughput, end-td-@slay gglizgzigﬁg?ﬁlxﬁgzhi; fci ?Ot){pbcgl row(;r;trl]]e Zogsgegb

and reliability in terms of the steady state node occupancig .\ 5 The corresponding empirical values are also

forPthe ge.r_leragza.lieﬁ’k ). ical) ALOHA-based fl | plotted (dashed lines), and are shown to closely match the

N r;?g;sr:gggs 'w'e ﬁgje(%gl(;ﬁll)owing -based flow along analytical curves. We see that in the noise—limiteq rg_gime,

(a) The steady’-state throughput is ' the average end-to-end delay may be reduced significantly

by increasing the packet dropping probability. The trafleof

T = qpsErn. (11) is that increasing also results in emptying some buffers in

the network, thus the reliability and throughput perforices

of the ad hoc network deteriorate.

(b) The delay experienced by a packet at iflenode,0 <
i < N, follows a geometric distribution with parameter

s; = qps(1 — ETi). (12) B. The Interference-limited Regime

Typically, the performance of ad hoc networks is limited

Consequently, the mean end-to-end delay is not only by thermal noise but also by the interference in the

N network due to concurrent transmissions. We argue that in

D= (qps(1=Erij1))"". (13) order to study this general case, it is sufficient to analyze

i=0 the case where the system is purely interference-limited.

(c) The end-to-end reliability of the network is Indeed, under the conditions of Rayleigh fading, the sueces
N probability across a typical link in the PPP network is edoal
R— H si(l =) (14) the product of the Laplace transforms of noise and intenfeze

oSt §—si’ [11]. Since the Laplace transform of noise for any given galu
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Fig. 7. Analytically (solid lines) and empirically (dashédes) obtained TDR Tradeoffs for an ad hoc network flow aldwg= 5 relays. In the noise-limited
regime, increasing helps reduce the end-to-end delay significantly, althotnghthroughput and reliability performances worsen.

of © is independent of the occupancies of other nodes i actually quite reasonable at small[12]. We have the
the network (or equivalently, of the packet dropping preges following lemma concerning the success probability aciss
the effective value of the link reliability (in the generase) typical link in the considered system model.
is simply the link reliability for the interference-limiecase = Lemma 3.3:For the ALOHA-based ad hoc network, the
scaled down by a constant factor. Thus, it is adequate geobability of a successful transmissipn = P[SIR > O] for
analyze the TDR performance for the interference-limiteasl typical link is
regime, and the results extend directly for the generaladen
In this section, we define the success probability (across a _ ( (1—-10)9 )n (17)
typical link) asp, = P(SIR > ©), which critically depends s = (1—=0)p+2N¢)
on the occupancies of other nodes in the network. ] ] ) ]

1) Case 1: R—=1: We first consider the case witt00% where )| is the intensity of interferers, and = #I'(1 +
reliability, i.e., all packets are retransmitted until sessfully 2/ (1 - 2/7_)9_2/7' o
received. Recall from Subsubsection 11I-Al that whin= 1, Proof: This is a generalization of [13, Prop. 5.1] =
the product of throughput and mean end-to-end delay is eq&ibstituting forA, in (17) using (16), we obtain the success
to 1+ N/2 (as a consequence of Little’s theorem). Thus, tHrobability across a typical link to be lower-bounded as

TD curve is a hyperbola along the = 1 axis (equivalent to n
the plot in Fig. 4). - (1—6)¢
2) Case 2 R < 1: Next, we consider the case whelRe< Ps & ) (18)

N
1. Note that dropping a fraction of packets leads to a dectease (1-9)¢+24q (1 P En) ¢

intensity of interfering nodes in the network, thus the link

reliabilities increase with increasing We now proceed to WhTeri ;ﬁiazpp;?;g?in I:}'gztsfz; irgggs 1<i<N
derive the success probability across a typical link. y upanci I

: . may be obtained by simultaneously solving the seiVofion-
To this end, suppose that the mean node occupancies f?lrn%é\r equations (6), where the valuemfis as given by (18).

typical flow at steady state aré, (£, ..., E7y). The average

number of potential interferers in each flowlis- Zfil E;. L

With § being the density of source nodes (or flows) aritie og o oTOLnEh e A=A a202 07100
ALOHA contention probability, it follows that the densityf o o oo

interferers is at mo%t —=£-0025

N
A S 0q <1 + ZEn) . (16)

i=1

=—§=0.05 ||

Even though transmissions in the network are completely
uncoordinated, the interference is actually spatially terd-

porally correlated owing to the presence of common random-
ness in the locations of nodes [12]. However, for analytical
tractability, we make the relaxed assumption that the set 0
of interfering nodes forms a PPP with density, which i

5This term is actually an upper bound, owing to the existenteelay Fig. 8. Values ofir; obtained numerically (solid lines) using (6) for some
nodes having multiple packets in its buffer (correspondimgeveral flows). system parameter values. The empirical values (dashes) kme also plotted,
The bound is tight for smaly (when the density of interferers is small), orand are seen to match the theoretical ones closely.
small 6 (when the flows in the network themselves are sparse).
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Fig. 9. TDR performances of the ALOHA-based flow vergusor N =5,n =1, ¢ = /2,y =4, ¢ = 0.2 and®© = 10 dB. The empirical results (dashed
lines) match the analytical ones(solid lines). Note thahigh §, dropping a small fraction of packets can actually help iowprthe system throughput.

Fig. 8 shows numerically obtained values (solid lines) ohultihop wireless networks. Extending the analysis in otde
the mean node occupancies fof = 5, n = 1, ¢ = ©/2, accommodate different source traffic models such as canstan
~v=4,q=0.2and® = 10 dB, and several values ¢f The bit rate and Bernoulli, other MAC schemes such as CSMA
corresponding empirical values (dashed lines) are alsteplo and spatial TDMA, and more sophisticated packet dropping
and they corroborate the values obtained numerically. strategies such as those based on bounded delay and limited

The throughput, delay and reliability performances of theetransmissions are interesting directions for futurekwor
mulnhop flow are quantified using (11), (13) and (14) respec- ACKNOWLEDGMENTS
tively, together with values of the mean node occupancigs. F

9 depicts the TDR performances of the ALOHA-based Iin; 21;7‘2 3';‘3‘;23' tshuep%):R(l)DfAi\lllf'F O(%[I?nMIZI\fIEI\ITSp?;‘:;ﬂSS()érZriF

network versug, in the interference-limited regime, for som X
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