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Signal Processing with Near-Neighbor-Coupled
Time-Varying Quantum-Dot Arrays
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Abstract—The Nano-Devices Group at the University of Notre the potential engineering applications of meso-scale physics for
Dame proposed a new device that encodes information in the more than a decade. According to the Notre Dame proposal:

geometrical charge distribution of artificial (or natural) molecules. 1 t h t i di t | |
Functional units are composed by electrostatic coupling. In these ) quantum phenomena (tunneling, discrete molecular

units, processing takes place by reshaping the electron density of spectra) should and could be used for nanoscale signal
the molecules, and not by switching currents [1]. Signal processing processing;

potential of next-neighbor-coupled cellular nonlinear networks 2) near-neighbor-coupled cellular networks are promising
(CNN’s) has been recently explored with the conclusion that as architectures for nanoelectronic processors;

local-activity of the cells is necessary to exhibit complexity [2]. o . S
It will be shown that Coulomb-coupled time-invariant artificial 3) dissipation could be radically decreased by encoding in-

molecules behave like nonlinear locally passive devices, thus formation into the ground state geometrical charge distri-
signal-power-gain or multiple equilibria cannot be achieved by bution of artificial (or natural) molecules, and composing
integrating them. However, the signal input-output relation of functional units by electrostatic coupling. In these units,

strongly nonlinear molecules can be varied in time by adiabatic ; : ;
pumping, called clock control. It will be shown that strongly processing takes place by reshaping the electron density

nonlinear time-varying molecules can transform the necessary of the molegules, and not bY switching electron currents..
amount of clock energy into the signal flow, thereby enabling the  In order to design large-scale integrated nanosystems a hi-

network of molecules to perform signal processing. erarchy of models has to be established from device dynamics
to system functions. In case of large-scale systems composed
l. INTRODUCTION of strongly coupled quantum devices, the accurate modeling

is a formidable task. In this paper, we restrict ourselves to a
molecular array which can be described by a restricted class
of models. We assume that the array is composed of quantum
1) the emergence of new and macroscopically visibigevices, called “molecules,” whose internal dynamics can be

guantum phenomena; approximated by a finite-state model, but the molecules are far
2) integration via equipotential wires deteriorates deviagnough from each other; thus, a classical model of the inter-

performance, thus system integration needs new apolecular forces is accurate enough. This assumption results in

N ANOELECTRONICS faces three major challenges:

proachgs; _ _ _ _ ~asemiclassical approach.
3) as device size shrinks the increasing power dissipationHowever, the density matrix or equivalently the coherence
becomes intolerable. vector description of the internal dynamics of this restricted

The physics and fabrication technologies of nanostructurgiass results in a set of coupled nonlinear differential equations.
are reasonably well understood. Chemists and both experhe state equations of a coupled molecular array show strong
mental and theoretical physicists have been recently and giilarities to nonlinear circuit equations. An analogy between
continuously exploring the meso-scale. A large variety @he voltage—current relationship efports and the coherence
discrete nanodevices have been proposed and built, but stilleztor-Hamiltonian relationship of two-state molecules will be
large gap exists between device physics and nanoelectroiognized. This analogy helped us to identify locally passive
systems integration. In order to create a viable integratadld locally active molecular arrays, which give an important in-
nanosystem, the three major challenges mentioned above ngigit into the realizability of integrated nanosystems.
be coherently addressed.

The Nano-Devices group of the Electrical Engineering De-

partment at the University of Notre Dame has been studying ] .
A scheme for computing with networks of coupled quantum

dots has been proposed [1]. The physical mechanisms for in-
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2 1 of motion depends on the quantized energy levels of each dot,
the coupling between the dots by tunneling, the Coulombic
charge cost for a doubly occupied dot, and on the Coulomb
interaction between electrons in the same molecule, and also

? ) with those in neighboring molecules.

The solution of the Schrédinger equation, using molecule ge-
O ® @® O ometry with experimentally reasonable parameters, confirmed
the intuitive understanding that the ground state is a superposi-

® O O @ tion of theP = +1 andP = —1 states. In addition to the ground
P+l p=-1 state the Hamiltonian model yields excited states and molecule

dynamics.

Fig. 1. Four quantum dot two-state artificial molecule. Weakly coupled molecules have also been studied. The

two polarization states of a molecule will not be energetically

are schematically shown as the solid dots. The electrons are?]ywalent if the molecule is in a nonuniform electric field,
lowed to “jump” between the individual quantum dots in amold> €9~ other molecules are nearby. It has been assumed that
cule by the mechanism of quantum mechanical tunneling. TJH-e_ molecules are far enough apart t_hat the o_verlap between
neling is possible on the nanometer scale when the electromg'r wavefunctlons can be |gn0red,_ l.e., only intramolecular
wave-function sufficiently “leaks” out of the confining potentiafunneling takes place, and there is no electron exchange
of each dot, and the rate of these jumps may be controlled durfgfveen molecules [23]. With these assumptions the extended
fabrication by the physical separation between neighboring dbiPPard-type model has been studied for two molecules, and

or by a confining potential. The two electrons experience thélt>0 for one and MO-dimensionaI (2-D) arrays of molecules.
Extensive studies have been performed to understand the dy-

mutual Coulombic repulsion, yet they are constrained to occu g ) )
the quantum dots. If left alone, they will seek, by hopping beX mics of weakly coupled arrays composed of cells built on spe-

tween the dots, the configuration corresponding to the physi€§i¢ material systems. The studies have indicated that a two-
ground state of the cell. Itis clear that the two electrons will terfiat® Model describing the dynamics of individual molecules,
to occupy different dots because of the Coulomb energy cost ether with an mterrnolgcular force model at thg .Ievel of the
sociated with bringing them together in close proximity on thg2/trée—Fock approximation are leading to promising models.
same dot. Itis easy to see that the ground state of the system Wmese approximate models can be used to simulate integrated
be an equal superposition of the two basic configurations wifftorks of weakly coupled two-state molecules.
electrons at opposite corners, as shown in the figure.

We may associate a “polarization” with a specific arrange- Hl. THE TWO-STATE APPROXIMATION
ment of the two electrons in each molecule. Let us label the fourwe assume that the molecular array will perform ground-state
dots in the fO”OWing fashion: starting from the upper right-hangigna| processing_ This proceeds in three steps:
corner, we label the dots in the four corners from 1 to 4. We also 1) first, the initial data is set by fixing the polarization of

denote the electron density in dpby p;, with the constraint those cells at the edge, which represent the input infor-
that in each cell, the sum of all the dot occupangie$as to mation (“edge-driven” computation);

add up to a total of two electrons. With that, we can define @ 5) eyt the whole array is allowed to relax (or it is adiabati-

molecule’s polarization as cally driven) to the new ground state, compatible with the
input cells kept fixed (computing with the ground state);

po Prtrs)—(p2tps) 1) 3) finally, the results of the computation are read by sensing

PL+ P2+ p3+pa the polarization of those cells at the periphery which rep-

Note that this polarization is not a dipole moment, but a mea- resent the output data.

sure for the alignment of the charge along the two diagonals.Thusi’ Weth"’:\ée assurr:jec{tt?at thz dynamlcslof outrhartray 'Stal'
A polarization of P = +1 results if cells 1 and 3 are occupiedWays close lo the ground state, and we can rely on the two-state

while electrons on sites 2 and 4 yiell= — 1. Any polarization approximation. We describe the quantum state of a molecule

between these two extreme values is possible, correspondin§ 189 two basis stategy), |¢2) which are completely polar-

configurations where the electrons are more evenly “smea

out” over all dots. The ground state of an isolated molecule is a o

superposition with equal weight of the two basic configurations, |U) = alp1) + Blez), V= [ﬁ} . )
and therefore has a net polarization of zero.

This configuration has been studied by solving the Herea andg form a complete set of probability amplitudes.
Schrédinger equation using a quantum mechanical mod#le probability of finding the molecule in stajtg; ) as an out-
Hamiltonian [5]. For the relevant literature see also [9] ancbme of a measurementfis|?, and finding it in statge,) is
[15]. A Hamiltonian of the extended Hubbard type was usd@|?. Assuming that the two basis states are the only admissible
to describe the QCA cell, or “molecule” as we call it. Eacleigenstates, we get
quantum dot was treated as an electron site. About the details,
we refer to the literature, but suffice it to say that the equation la2 + 8% = 1. 3)




1214 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 47, NO. 8, AUGUST 2000

Using« andg3, the polarization defined above is given by where P®*) (%) are the polarization and phase of thth
molecule, andP‘*) represents the effect of the neighboring
molecules on théth one according to (5). State equations (7)

If there are a set of molecules arranged on a two-dime@Pd (9) and (10) are inherently lossless and the phenomena of
sional (2-D) array, and tunneling is restricted to the interior §flaxation to ground-states are not taken into account.
the molecules, then the Coulomb interaction between adjacent
molecules increases the energy of the configuration if the polaly: DENSITY MATRIX DESCRIPTION OFMOLECULAR ARRAYS
izations differ. This can be accounted for by including an energy An alternative description of the state of a molecule is to char-

shift corresponding to the weighted sum of the neighboring paeterize it by the density operator (or density matrix)
larization. We define this weighted sum for moleciélas fol-

2 +
lows p=|UNY| = <g) (" p*) = <l;i|ﬁ %Tg) . (1
P® = 3 w(R®-Ry) P ®)

jeS*)

P = o2 - 8]

Note thatp is Hermitian and the sum of its diagonal elements
is one
where the sum is over an appropriate neighborh®dd around ) )
the moleculé:. The weights can be calculated directly from the trace(p) = |of” + |47 = 1. (12)
Coulomb interaction between the moleculgs. In the presenceEc_g)‘ery 2% 2 matrix can be expanded as
other molecules, the energy of the two basis states becomes dif-

ferent. The Hamiltonian for each molecule can then be written p = Xo(1l+ Aoy + Ayoy + Ao) (13)
as
1P g . wherlel isthe 2x 2 unit matrix, andr,, o,,, ando . are the Pauli
H® — 2 (6) matrices
1Dk k
- s PR EW O__<0 1) O__<0 —j)
where~ is the interdot tunneling energy add® is the elec- ’ 1o)r ¢ J 0
trostatic energy cost of two adjacent fully polarized molecules o — -1 0 (14)
having opposite polarization. If we assume that there are no i 0 +1/°

guantum entanglements between molecules and no dissipativ

contact with the environment, then the dynamics of the array is
. . v L . trace

simply given by a set of coupled Schrédinger equations for eath

molecule: Az = 2Re(a*B); Ay = 2Im(a*f3)
i ) = [y @) Ao = 1A — Jal’, (15)

ot -
This approach treats the exchange and correlation effects exl-‘et us introduce a three-dimensional (3-D) vectowhose

actly within each molecule and treats intermolecular interaggmponents ard,, Ay, A., respectively. Note that the polariza-

i i — /1 — 2
tions at the level of the Hartree—Fock approximation. t|on_P\}r11tL(;Duchd abtc;ve ISz, and A, = V1= PPeosg,
Without loss of generalityy can be considered real becausdv = V1 — £ sing, thus

ff p is Hermitian Xg, Az, Ay, A, are real numbers, and if
(p)is 1, thenio = 1/2. From (11) and (13), we get

the spinors V1= P2 cosg
<a> and @w(oc) X=| VI=P?sing (16)
B B -P
represent the same state for any @alrhus, the state is repre—and .
sented by two real variables,l < « < 1, and the phase gf AP =X+ + A7 =1 (17)
N < “ ) Let us chose\®, called coherence vector [7], as the state-
V1 —a?el? variable of moleculé:. Thus, the state is represented by a 3-D

vector of unit length, and the dynamics of a lossless molecule
is described by the time-varying direction of thevector. Note

1+ P 1-P that the number of independent state variables is again two.
=\ "5 and |3 = T ®) We have seen that the dynamics of the probability amplitudes

is determined by the time-dependent Schrédinger equation (7)

However, we can expressand|j3| as a function of?

thus the polarizatio®® and the phase anglecan be introduced

as new state variables [6], and (7) can be transformed to L d [« Hyy Hip» e
Jh— = . (18)
dPk) dt /3 H;, Hj /3
- _ _ Pk)2 gin oK)
n dt 27V 1= PE2sing ©) We also know that
de®)

B _PME® 4oy

P
S (k) o
s (8¢ (10) jh 5P = Hp - pH.
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Substituting (13) into this equation and solving it for the time If ['® is constant in time and there are no losse) pre-
derivatives of\,, A,, andA. by comparing the four matrix ele- cesses abodt®) with a constant angular velocity
ments of the left and right side, we get

Ww® = ‘ﬁk)‘ . (23)
A 0 _(Hll —HQQ) 2ImH12
d )f _ 1 Hii—H 0 9Re H The thermal fluctuations of the environment causes phase-
dt\ )’ 1 . 2 randomizing, which destroys polarization and drivé¥) to-
i —2ImH,;;  —2ReH; 0 ward X®) = 0. The dissipation to the environment adsorbs ex-
A, cess energy and drive$®) toward(—L*®) /|F'®))), i.e., toward
x| A |- the ground state.
A The energy of a molecule changes in time according to
k) _ 1Y)k
The time derivative of the coherence vectorcan be ex- E® = 5h}‘( ™. (4)

pressed as the vector product of a 3-D vector In ground stateEék) = (1/2)A|T®|, and the role of thermal
fluctuations can be characterized by a temperature ratio

-2 Re H12
F_ (k)
Hyy — Ha kT
o o wherekp is the Boltzmann constant afidis the temperature.
called Hamiltonian vector, andl itself It has been shown [10] that the dynamics of a molecule can
d - - be given by the state equation
—A=Tx A (20) .
dt A& .
20 TR Xk
Note that (17) follows immediately from (20), because dt
. 1 1 S ['®
d = +dX o= o - ——= X" 26
— () =2x— =2\ x ) =0. Tin | tanh A ) (26)
dt dt
The fully polarizedP = +1 state corresponds 0 — (0,0, The coherence vector in the ground steady state
—1) and theP = —1 state toA = (0,0, +1). . G
The Hamiltonian for moleculé: is now represented by a XR Gy = -~ . tanh AP, (27)
Hamiltonian vector in three dimensions ‘F(k)‘
[k — <l> (2% 0, _pUc)E(k)) _ (21) Note thatx(*) is an equlibrium state becaugg/dt) \*), = 0.
h If moleculek is coupled to all molecules in a specified neigh-
borhood, then in
V. MODELING THE DISSIPATION OF THEARRAY 2y
In order to simulate the dissipation we introduce models REG® 0 ' 28
based on the SU(2) damped Bloch equations describing the | - Z E(k,j))\i]) (28)
quantum dynamics of open two-state systems [7]. £k
In the coherence vector formalism, the effect of two types of jes®

small losses, which ensures the relaxation to the ground sta{gs.sym of the product of exchange enerdiks, j) and polar-
)

and also the phase-randomizing which results in a depolarizig@yjon ()] should be extended to all neighbors in the specified
process associated with the contact to the environment Cannl%?ghborhood.

built into the model [8], [9]

IN®) T OO VI. QCA Loaic GATES

ot XA — T T . (22) The two-state models are in good agreement with the quan-

titative studies of the extended Hubbard type models, but being

wherer,, is the quantum mechanical depolarizing time assoainuch simpler, there is a hope that they can be used successfully
ated with the contact to the environment angis the inelastic in the network design of integrated systems.
(dissipative) relaxation time. The environment here includes ev-First, let us study the interactions between two molecules,
erything but the other molecules in the array, whose interactioggch consisting of four dots and each occupied by two electrons.
are included explicitly. The polarization of the molec@ig is The electrons are allowed to tunnel between the dots in the same
given by P, = —[XU“)]Z. If we neglect the interaction with the molecule, but not between different molecules. Since the tun-
environmen{r, — oo, 7iy — oo) then the length ofx equals neling probabilities decay exponentially with distance, this can
to unity and is a constant of motion. be achieved by having a larger dot—dot distance between cells,
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Fig. 2. Molecule-molecul ling.
ig olecule—-molecule coupling by Come & Fanout ; g
than within the same cell. Coupling between the two cells is O @
provided by the Coulomb interaction between the electrons ir ! ® O
different cells.
Fig. 2 shows how one molecule is influenced by the state o O @0 @0 @®
its neighbor. The inset shows two molecules where the polarize 1 @® Ol|l® Ol® O 0
tion of molecule 1 P, ) is determined by the polarization of its
neighbor( P,). The polarization of molecule 2 is presumed to be g g g g 8 g g 8 g) 8 ® O
fixed at a given value, corresponding to a certain arrangemet K J
of charges in molecule 2, and this charge distribution exerts it © ®0 @0 @®
influence on molecule 1, thus determining its polarizatiyn d) Inverter @® Oj@® Oj® O

The important finding here is the strongly nonlinear nature of
the molecule—molecule coupling. As shown in the figure, mofg. 3. Molecular arrays realizing elementary logic functions: (a) wire,
ecule 1 is almost completely polarized even though moleculd® come": (¢) fan-out, and (d) inverter.

might only be partially polarized. For gxar_nplg, a poIarizatiop (ond Input A

P, = 0.1induces almost perfect polarization in molecule 1, i.e 0

P, = 0.99. In other words, even a small asymmetry of charge i © O

molecule 2 is sufficient to break the degeneracy of the two bas Truth table
states in molecule 1 by energetically favoring one configuratic 1 O © A B C Out

over the other.

The abruptness of the molecule-molecule response functi ™" ° [0 @O @O @ Output 8 g (1) g
depends upon the ratio of the strength of the tunneling ener 1 1 010 0
to the Coulomb energy for electrons on neighboring sites. Th © O © O © O 011 1
reflects a competition between the kinetic and potential enert O © 100 0
of the electron. For a large tunneling energy, an electron has . 101 1
tendency to spread out more evenly over the available dots, &~ D¢1°¢ ¢¢l @ O 110 1
the nonlinearity becomes less pronounced. Stronger Coulor n L1l
coupling tends to keep electrons apart, and the nonlinearity t Input ¢
comes more pronounced. Properly designed molecules will pos-
sess strongly nonlinear coupling characteristics. Fig. 4. Majority logic gate.

Next, we will show that the physical interactions between
molecules may be used to realize elementary Boolean logic electric current flows down the line. Information can also
functions [11]-[13]. flow around corners, as shown in Fig. 3(b), and fan-out is pos-

Fig. 3 shows examples of simple molecular arrays. In easlble, compare Fig. 3(c). A specific arrangement of cells, such
case, the polarization of the molecule at the edge of the arrayassthe one shown in Fig. 3(d), may be used to realize an inverter.
kept fixed; this is the so-called driver molecule and it is plotted These quantum-dot networks, or “artificial molecular ar-
with a thick border. We call it the driver since it determinegsays” are examples of quantum-functional devices. Utilizing
the state of the whole array. Without a polarized driver, thguantum-mechanical effects for device operation may give rise
molecules in a given array would be unpolarized in the absertcenew functionality. Fig. 4 shows a majority logic gate, which
of a symmetry-breaking influence that would favor one of themply consists of an intersection of lines and the “device
basis states over the other. Each figure shows the molecular pmlecule” is just the one in the center. If we view three of the
larization corresponding to the physical ground state configunaeighbors as inputs (kept fixed), then the polarization of the
tion of the whole array. output cell is the one which “computes” the majority votes of

Fig. 3(a) shows that a line of molecules allows the propaggre inputs. The figure also shows the majority logic truth table
tion of information, thus realizing a binary wire. Note that onlyvhich was computed as the physical ground state polarization
polarization (charge configuration encoding information), bdibr a given combination of inputs.
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Metallic electrodes (Split gates) about 2 nm, which is precisely the desired dimension for QCA
/ room temperature operation.
# C—— C ]
%/ [ > B C |
. A ] VIl. THE ROLE OF DEVICE-ACTIVITY IN SIGNAL PROCESSING
— 2 @®C ] . . . .
— J’( ] The signal processing potential of nonlinear networks has

been recently explored with the fundamental conclusion that
"Quantum wire" “Quantum dots" local-activity of the cells is necessary to exhibit complexity [2].
) ) ] o To write, store, transform, transmit and to read information, i.e.,
Fig. 5. Quantum wire and quantum dot confined by electrostatic split gates[.o process signals in a broad sense can not be performed without
exhibiting complexity, thus local activity is a necessary condi-
Note that conventional AND and OR gates are hidden in tiien of signal processing as well.
majority logic gate. Inspection of the majority-logic truth table The sine qua norof information processing is 1) the ability
reveals that if inputd is kept fixed at 0, the remaining two in- to achievesignal-power-gairand 2) to have units witmultiple
puts B andC realize an AND gate. Conversely, if is held at equilibria. Until now, both have been based aative devices
1, inputsB andC realize a binary OR gate. In other words, mawith the ability to transform power from agnergy sourcénto
jority logic gates may be viewed as programmable AND arttie signal-flow
OR gates. The role of the energy source is played thyect-current
Figs. 5 and 6 illustrates some of the possible realizations pdwer supplieg case of vacuum-tube and transistor amplifiers,
QCA molecules. In Fig. 5, the electrostatic split gates are showmtime-varying pumpin case of masers, lasers, and also in case
resulting in “wire”-like and “dot”-like quantum confinementof low noise varactor amplifiers of radio astronomy. The clock

[14], [15]. signals in computing are fulfilling this role as well. The molec-
Fig. 6 illustrates the three possibilities of the realization of @lar signal processors in plants performing photosynthesis are
QCA molecule: pumped by solar energy, and the molecular processors in ani-
1) the semiconductor quantum dot cell; mals are fueled by the energy of metabolism.
2) the metal-island QCA; The 50 glorious years of the solid-state transistor demon-
3) molecular QCA. strates how a three-terminal tiny device on a silicon chip can

The fabrication of QCA cell by split-gate technology is £fficiently transform the chemical energy stored in a battery
challenging problem, yet appears to be within reach of currdfto signal-energy, and by achieving this to become a universal
lithographic capability. Fig. 5 shows a possible physical realizactive device of the information technology. In the transistor
tion which is based on electrostatic confinement provided byt chemical energy of a battery is transformed into kinetic en-
top metallic electrode. ergy of the majority and minority carriers, then the signal per-

In addition to the semiconductor systems single-electron tubing the flow of the minority carriers controls the flow of
neling phenomena may also be observed in metallic tunnel juiide majority carriers and this results in significant power-gain,
tions. Consider a ring of metallic tunnel junctions, shematicalRecause quantum-statistics insures that the product of majority
shown in Fig. 6(b). The tunnel junctions are represented by tABd minority carrier concentrations is constant. The transistor is
crossed capacitor symbols, indicating that these junctions arctive device par excellencand the workhorse of microelec-
characterized by capacitance and tunnel resistance. The metHifgics.
droplets themselves are the “wires” between these tunnel juncWhy is device activity necessary for signal processihg?
tions. Consider now that two extra electrons are added to sigse of the amplifiers with signal-power gain the answer is self-
cell, as shematically shown in the figure. It has been show@ident. Butis device activity a necessary property of computing
that this cell exhibits precisely the same two distinct groures Well? Is it not possible to build a computer from passive de-
state configurations as the semiconductor cell. In addition, tMiges, €.g., just from switches?
cell—cell coupling also shows the same strongly nonlinear satu-The model of the simplest binary processor consists of two
rating characteristic. The first experimental implementation ggrts; a tape (memory) and a finite-state machine, which moves
a QCA-type majority gate has been demonstrated by rings®fer the tape, reads its content and writes on it. Indeed, no pro-
metallic tunnel junctions [21]. cessor exists without devices capable of storing bits, which can

QCA room temperature operation would require moleculabe written-in, held, read, and rewritten again.
scale implementations of the basic cell. Molecular chemistry The simplest model of a single-bit memory cell is a device
promises to offer the versatility for the desired miniaturizatiomaving two well distinguishable physical states, one of them
A candidate for such a prototypical molecular cell has been syassigned to logic value “1,” the other to logic value “0.” We
thetized and christallographically characterized [25]. As sherant the device to hold its state until we decide to reset it.
matically illustrated in Fig. 6(c), these molecular substancd$ius, the simplest memory cell should have two inputs. If
with the formula M{(CO)yCo3CC),} 4, where M= Mo, Mn, both inputs stay in state “0,” the device should hold its value,
Fe, Co, Cu, consist of square arrays of transition metal clubus it can be in “0” or in “1.” Thus, in this device, for the
ters: each containing three cobalt atoms. It is remarkable tisaine boundary values two different equilibrium states should
the four clusters are arranged in a (flat) square, as opposedhodd: “0” and “1,” thus it is necessary to have devices with two
a (3-D) tetrahedron. Each cell has an edge-to-edge distancaisfinguishable equilibria.
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Fig. 6. QCA molecule realized by (a) semiconductor quantum dot cell, (b) metal islands, and (c) carboxylates molecule.

The existence and uniqueness of equilibrium states of
networks composed of linear and nonlinear devices have been
studied [16]. It has been shown thatport networks with Nonlinear
statex(¢), port currentd(¢), and port voltages(¢), which are resistive
described by nonlinear dynamic equations (Fig. 7) multiport
BO_ i vy =slxin]  (@9)
the local dynamics around existing equilibrium points provide I;;':c‘i'zg';’_rs
information about the global behavior of the network as a whole.
The equilibrium points are defined by
s dx(t) Nonlinear
l(t) =TIy, 7 - =0 = xg, vp. (30) inductors
Note that in microelectronics this equilibrium is built up
by a direct current (dc) power supply. If no signal dynamics .
takes place, the network is assumed to stay in its equilibrium DC Bias
state. When a small signal is switched on, the direction of the
dynamics depends on the perturbation of the state equations
around the equilibrium point, in which the network stayed
before the signal input. State vector x(t)
If we introduce infinitesimal perturbations and neglect the Input i(t)=(il (). iy (), . in(t))
higher order terms of perturbindu,(t) voltages andAi,(t)
currents, we obtain a set of linearized state equations, the so Output v(t)= (”l(t)’ 210 ”n(’))
calledlocal state equation at an equilibrium poirfthe relation
between these-port currents and voltages is linear. . .
Nonlinear dynamie-port.
The signal power flow corresponding to the given perturbmg
signals (boundary conditions) around the equilibrium state, sub-
ject to zero initial states, can be given as The local power flow at time at the equilibrium point is
the instantaneous signal power flowing into the network(#j
Z A (t) - Aig(t), t>0. (31) s negative then power flows from the network into the signal

sources. The sign of the local power flow can change in time, but
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for passive devices and passive networks, the integrated locMIll. G ROUND-STATE MOLECULESARE LOCALLY PASSIVE

power flow is positive A. A “Driver” and a Driven Molecule

/Tp(t) dt >0 (32) In order to build an analogy between the voltage—current
0 - relationship ofn-ports and the coherence-vectors of two-state

for anyT > 0, i.e., the network cannot deliver more energff©lecules, let us first have a look at a pair of two coupled
than the amount it had absorbed before. A device or a netw Ieculeﬁng_et us assume that both greme uilibrium states
of devices is calledbcally passivef at every equilibrium point Yo~ 8ndAg . Thus, the polarizationdj and \.g are also
(32) holds, and it is calletbcally activeif there is at least one fixed, i.e.,['V) = e and['® = I at equilibrium.

equilibrium point at whictit is not passiveNote that diodes or  In equilibrium state(dA®/dt) = 0. In case of small losses,
switches are examples of locally passive nonlinear resistors.(26) in equlibrium reads fOP\(()Q)

It has been shown that networks composed of locally pas- <) . o 1 1:(()2)

sive devices are locally passive, i.e., local passivity is a closureZ20_ — ), X - X&) _ - -0
property, and the network of Fig. 7 hasimique and asymptoti- dt Tin tanh A Tin 1“82)‘
cally stable equilibrium poinif all devices (nonlinear resistors, (35)

capacitors, and inductors) alecally passive and there is no
loop formed exclusively by capacitors, or no cut-set exclusively To solve (35) in a matrix form let us simplify the notations
formed by inductors. Thus, a network composed of locally pafer the constants, such as
sive devices can not have multiple equilibria. 1 E 9
. - 12 i
Without the ability to transform power from amergy source “= COh A b= 5 TR (36)

into thesignal flow i.e., by applying exclusively locally passive ) i i
devices and time-invariant energy sources (dc power supplies)=auation (35) in matrix form

we cannot achieve Kignal-power gairand/or 2)controllable B SN CY 0
multiple equilibria Thus local activity is anecessary condition Tin 0 ASO)
of the realizability of 1)amplifiers and/or 2)read, hold,and _b)\glo) _* . AW
write memory cells ? Tin vo
We have seen that local activity is a property of a linear 0 c _a )\Sg)
system, namely, of a linearport. There exist many equivalent Tin
passivity criteria in the literature for testing the passivity of [¢
linearn-ports. The criteria are given as necessary and sufficient 1 1 b
conditions on the impedance, admittance or scattering operators R o2 5 0 =0. (37)
of the linearn-port. These operators relate the Laplace-trans- " (5) + ()\Sg)) _ )\%)

form of the port voltages and currents, or the incident and _ _ _ _
reflected waves, thus they are represented by matrices whosgguation (37) has a unique solution, because the matrix to be

elements are functions of a complex variable inverted is not singular. Solving (37), we get
%) C
V(s) 2 / Av(t)e *t dt . b
0 3@ _
e (33) 0 o2 2 0
I(s) = /0 Ai(t)e ™ di a (5) + ()‘zO ) A
V(s) = Z(s) - I(s) %
= } . (34) = —(tanh A) 8 (38)
I(s) = Y(s) - V(5) |

A matrix as a function of the complex variableis the The energy content of molecule (2) according to (24)
impedance (or admittance) matrix of a linear passi4port

if and only if it is positive real(PR), or equivalently it is the E® = SpAOTE), (39)
scattering matrix of thenw-port if and only if the matrix is
bounded realBR) [17]. A matrix is positive real (PR) if and
only if the following four conditions are met: g1 RADTD — 21,1 ‘f((f)‘ (40)
1) on the open right half plane efthe matrix has no poles; 2 2 a
2) along the imaginary axes sthe matrix plus its conjugate Or in our single-driver case
transpose is positive semidefinite; 10 o2 5
3) the matrix does not have multiple poles on the imaginary Ey = 55 (5) + ()\Sg)) . (42)
axes; ¢
4) at simple poles on the imaginary axes the associated-et us assign to molecule (2) formal “charge” and “voltage”
residue matrix is a positive semidefinite Hermitian matrix/ectors
If any one of the four criteria of positive reality is not met,
then-portislocally active

At equilibrium the energy of the molecule

O ORI IO O (42)

c
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wheree = 1.6022 - 10712 As is the value of the electrons’is the difference between two unit vectors. Note that both of
charge, andi = 1.0546 - 10~3* VAs? is the Planck’s constant them lie in thez— plane, thus both vectors can be characterized
per27. The energy of molecule (2) can be expressed/y by an angle

andv®: E = (1/2)7® - 7. ¢
We have two coupled molecules. Molecule (1) is the “driver,” e 1 b
molecule (2) is “driven.” This means that we fora€” as a = 5 5 0
function of time about its equilibrium state ‘F@)‘ (f) + ()\il)) AW
a 2
2
AL =2+ D (1) (43) - COS(;P (49)
—sin @
ie., A)\S)(t) is given. This means that through (42) moleculgnd
(1) determines the voltage vector of molecule (2). Note that mol- ¢
ecule (2) is driven only through its"-port, thus looking at mol- N 1 b
ecule (2) from molecule (1), it is a one-port, drivenﬂﬁg). ‘1:(2)‘ - N 2 (1)) 2 0
In this single-driver and single-driven molecule case, mol- 0 (g) + ()‘zo) —)\E}J)
ecule (2) is a nonlinear one-port, with three state-variables, (2)
AP D and A driven by a voltage source. _ [ o
'Y = 0 (50)
Let us follow Chua’s procedure in checking the local proper- _sin (p(?)
ties of the one-port in the neighborhood of the equlibrium point. . 0
We linearize the state equation (26) in the neighborhod?f&f For small phase difference
We have to take into account the perturbatiofi 8 as well, be- b sin o
causel’ depends on the neighbor’s polarization. Thug) = '@ f((f) y c W
XD 4+ AXD, andX® = 3P 4 AX®), F@ = T2 4 AT, o R Teswo| 0 AT (1)
Substituting the perturbed vectors into (26) we get ‘F ‘ ‘FO 2 cos o
C

dAX® o . . The equilibrium X&) can be expressed by,, because
= (2) (2) (2) 20 ,
dt L7 X AN 4 AT X Ag tan ¢o = (sin o/ cos o) = (b/c))\%), thusb)\gg) = ctan pq.
1 i @ Substituting (45)—(51) into (44), we get a set of linear differ-
— = aX? + aaX® 4 402 ential equations describing the perturbed dynamics at equilib-
T i ‘Fé ) ‘ rium. This set of local state equations can be solved for the state
. L) variablesAA?, AA? and AN by applying Laplace-trans-
n e I (a4y form. This way we can relate the port-variables.
= R '
rel |5 oy o
Tin
dAX® (1) a ~o
Note that we recognizeid?) x X2 = 0, andALT® x AX® a —0A% T € AX?)
is negligible. In (44) a
0 c -
Tin
. '@ 16
a)\((f) + 2 =0 (45) — = sin ¢ cos v
‘F(()Q)‘ Tin C
b
+ = cos o AL, (52)
N a
because\((f) is an equilibrium coherence vector
—— — ¢0s g cos g
) Tin €
0 b)\%) 0 A Equation (52) can be solved by Laplace-trasform technique.
TP xAX® = _ppn@ o _c || ax? | (46) Theinitial conditions forAX®) can be set to zero, because the
04 c 0 AN perturbed dynamics starts from an equilibrium. The one-port
# admittance
0 a
L 1 B ( —)
AF® x 32 = cAX @7 y(s)= As L1 e
o/ (G) + ()N 0 (+8) v DS
b =0 T cos? g T cos? g
and (53)
f® [
- (48) where A and B are positive constants. When losses decrease

a — 1 andr — oo.
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The admittance given by (53) is positive real (PR). (It is the e iclelic)e)
admittance of twaRLC passive circuits.) The four criteria of T'-~0®/|0®]
positive reality are clearly met. =1 7high L

From the positive reality of impedance (53) it follows gt BSOSO * b:,;viz
that time-invariant two-state molecules described by state —0&® 00
equation (26) are locally passive, thus the arrays composed Remove old input | Vlow
of them cannot possess multiple equilibria or cannot realize =[oolloo
signal-power-gain. -Q0||00

Apply new inpuit_—'_' 7 low

IX. SIGNAL PROCESSING WITH*T IME-VARYING” DEVICES nppn T O0lI00O

+={00||00O

We have seen that systems composed of time-invariant and = 7low
locally passive devices cannot process signals, because neither Ol l &?;f:r
signal-power-gain nor multiple equilibria are achievable. How- 1" L®0!®@0
ever, a locally active device can transform the power of a dc = 7high
supply into a time-varying power supply, which can generate
sinusoidal or time-varying clock-signal like voltage. Fig. 8. Adiabatic switching.

If a strongly nonlinear locally passive device is integrated
with a time-varying power generator, e.g., with a clock sign#&larriers are raised, thus the electrons become localized and the
source, then for the small signals to be processed this combimeolecules are driven into the polarization state corresponding
circuit will behave like a device with “time-varying” parame-to the new input.
ters. The very same adiabatic control mechanism of molecules can

We have seen that the QCA molecule is a strongly nonlineiae introduced to realize molecules with slowly (adiabatically)
device. The off-diagonal Hamiltonian matrix elementan be time-varying interdot barriers, i.e., with time-varyingparam-
controlled by the voltage of a metal gate. If the valueyas eters. The energy dissipated to the environment will be restored
small compared td&},, then the polarization will saturate neaty power flowing from the control electrodes into the molecules.
+1and—1, and the response will be close to a step function. As Using time-varying control ofy addressable memory units
~isincreased, both the slope and the saturation values decreear.be constructed. Fig. 9 illustrates the molecular array which
For high enoughy, the polarization can be fixed near zero. Thisealizes an SR flip-flop with the help of a four-phase clock-
control can be used for adiabatic switching. control [18].

Adiabatic switching of two-state molecules described by Let us assume that at the beginning of a clock period the
state-equations (7) or (26) has been introduced to control #tate of() is either “0” or “1.” Clocks #4 and #3 are down,
inelastic processes relaxing the molecule to its ground stat, all the molecules controlled by them are in the same state
[9]. To avoid undesirable metastable traps during the desirable@. If S = R = “0,” the output of majority gate (NOT
relaxation to the true ground state a mode of switching wag “0,” Q) results in@, and ¢, “1,” @) is alsoQ. Thus the
introduced in which the QCA always remains in its instantanolecules controlled by clock #2 are also in st@teWe lower
neous ground state. The quantum mechanical adiabatic theomock signals #1 and #2 and then set or reset the flip-flop. If
states that if the Hamiltonian of a system undergoes a gradua setS = “1,” then independently of the valu@, the output
(sufficiently slow) change from an initial to a final form, andof majority gate £, “1,” ) becomes “1,” which through the
if a particle starts in thexth nondegenerate eigenstate of thenolecules controlled by clock #2, #3 and finally #4 set every
initial Hamiltonian, it will be carried under the time-dependentolecule, including®? into ¢ = “1.” If instead of settings,
Schrddinger equation into theth eigenstate of the final we resetR = “1,” then the output of majority gate (NOR,
Hamiltonian. “0,” Q) will become “0,” which sets the output of thé'(“1,”

If the interdot barriers, i.e., the parametein the state equa- @) to “0,” thus @ will become “0.”
tion (26) can be controlled from outside, the molecules can belt is envisaged that a rich variety of time-varying molecular
switched adiabatically by lowering the interdot barriers withinetworks can be realized by multiphase adiabatic clock sig-
the molecule and switching the input signal, followed by raisingals. Subarrays of molecules could be connected to each clock
the barriers. The theorem guarantees that the system, whéamal, and a multiphase adiabatic clocking scheme could con-
starts in the ground state of the initial Hamiltonian, will be catrol the signal flow. It can be shown that a four-phase clock can
ried smoothly into the ground state of the new Hamiltoniaprovide a time-varying environment for addressable memory
Fig. 8 shows a schematic diagram of the adiabatic switchirgnd programmable logic arrays, thus for general purpose com-
The system begins in the ground state appropriate to an plating.
input. Lowering the interdot barriers reduces the confinementThe lack of local activity in artificial molecules and the geo-
of the electrons on the individual quantum dots, while removaietrical difficulties of the adiabatic clock control (high-density
of the old input removes the external boundary condition thafiring) call for a new approach which combines locally passive
was driving the system into one of the polarization states. Theantum dot-arrays with locally active resonant-tunneling de-
two-electron wavefunctions become delocalized across the maktes and field-effect transistors. Clock signals cannot be gen-
ecule. Next, the new inputs are being applied and the interdwated but with the help of transistors. The interface between
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Fig. 9. (a) Single-bit memory: SR flip-flop. (b) SR flip-flop realized by four-phase clocked QCA.

the molecular processing units and the environment could onlye]
be realized by transistors as well. Thus, the first generation of
nanoelectronic chips will most probably be built as a combined 7
network of time-varying (i.e., clock controlled) quantum-dot
arrays, resonant tunneling devices, and field-effect transistors|8]
In principle, universal digital processors could be constructed
and built from adiabatically controlled two-state molecules [qg;
alone. However, the challenges of integration, the formidable

difficulties of wiring the adiabatic control on a chip of large [10]
complexity calls for locally connected cellular architectures.

The paradigm of cellular-nonlinear-network universal machines
(CNN-UM) [19] provide a natural architectural concept for [12]

nanoelectronic signal processing. It is envisaged that a robu

nanoelectronic CNN-UM cell itself could only be realized
by a circuit composed not only of adiabatically controlled

molecules, but transistors as well.

The more functions ar

solved by molecules, the smaller, the faster, and lower power

the chip could be.
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