
JOURNAL OF APPLIED PHYSICS VOLUME 94, NUMBER 2 15 JULY 2003
Maxwell’s demon and quantum-dot cellular automata
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Quantum-dot cellular automata~QCA! involves representing binary information with the charge
configuration of closed cells comprised of several dots. Current does not flow between cells, but
rather the Coulomb interaction between cells enables computation to occur. We use this system to
explore, quantitatively and in a specific physical system, the relation between computation and
energy dissipation. Our results support the connection made by Landauer between logical
reversibility and physical reversibility. While computation always involves some energy dissipation,
there is no fundamental lower limit on how much energy must be dissipated in performing a
logically reversible computation. We explicitly calculate the amount of energy that is dissipated to
the environment in both logically irreversible ‘‘erase’’ and logically reversible ‘‘copy-then-erase’’
operations carried out in finite time at nonzero temperature. The ‘‘copy’’ operation is performed by
using a near-by QCA cell which plays the role of Maxwell’s demon. The QCA shift register can then
be viewed as a sequence of copy-then-erase operations where the role of the demon cell shifts down
the line. © 2003 American Institute of Physics.@DOI: 10.1063/1.1581350#
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I. INTRODUCTION

From a technological perspective the question of
minimal amount of energy dissipation needed to accomp
computing is of increasing importance. As devices contin
to shrink in size, power density will likely be the limiting
factor for practical device densities. In developing a via
nanoscale computing technology, various approaches be
complementary metal–oxide–semiconductor need to
evaluated in terms of functional density and power dissi
tion. This is of particular importance for technologies whi
use current to encode the information. A single electron pa
ing through a 1 V potential to ground dissipates 1 eV
energy. At densities of 1012 devices/cm2, a clock frequency
of 1 THz, and using only a single electron to encode a
the resulting power dissipation is 160 kW/cm2. A power dis-
sipation rate of this magnitude simply melts the chip.

The question of minimal energy requirements in comp
tation is connected to a larger discussion of entropy and
statistical interpretation of the second law
thermodynamics.1 In 1875 Maxwell proposed a hypothetic
creature which by measuring the state of a system co
perform reversible processes on the system to reduce its
tropy, and later this creature came to be known as Maxwe
demon. Szilard and more recently Brillouin proposed that
demon’s apparent ability to circumvent the second law
thermodynamics did not take into account a minimal ene
dissipation ofkTln~2! per bit which is associated with a
measurement processes.2,3 R. Landauer argued that it was n
the act of measurement; but rather the irreversible erasu
the information produced by the measurement which
quires a minimal energy dissipation ofkTln~2! per bit.4 A
result of Landauer’s theory was that there is no fundame
energy dissipation limit associated with logically reversib

a!Electronic mail: lent@nd.edu
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computation. However, Landauer’s argument was no
mathematical proof and relied on insight and intuition. It h
not therefore gone uncontested. Frequently the discus
has been further confused by ambiguous terms like ‘‘dissi
tionless computing’’ and ‘‘the amount of energy needed
compute a bit.’’

In the context of this discussion it is instructive to qua
titatively examine the role of energy dissipation, reversib
ity, and Maxwell’s demon in a specific physical system. He
we choose as our system a set of clocked quantum-dot
lular automata~QCA! cells. An analysis of erasure in
model QCA system is performed to show that erasure can
accomplished with an arbitrarily small amount of dissipati
provided that a copy of the bit is retained. We also show t
much more energy is dissipated when a bit is erased with
first undergoing the copy operation. Finally, in a speci
QCA system, we make quantitative the phrase ‘‘arbitrar
small amount of dissipation’’ by explicitly calculating th
amount of energy dissipated as a function of the length
time over which the erasure is performed. Our results are
a proof of Landauer’s ideas, but rather a concrete demons
tion of how energy and computation relate in a particu
physical system.

We give an overview of the QCA concept in Sec.
Section III introduces the coherence vector formalism u
to describe dissipative dynamics in three-state QCA cells
Sec. IV we employ this formalism to examine energetics i
single QCA cell for both logically reversible and irreversib
bit erasure. The relevance of logically reversible bit eras
for the operation of a three-state QCA shift register is d
scribed in Sec. V.

II. QUANTUM-DOT CELLULAR AUTOMATA

The QCA concept5 is an approach to binary computin
at the nanoscale. A QCA cell is a structured charge conta
0 © 2003 American Institute of Physics
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where information is encoded in the charge configuration
the cell. The three charge configurations of a six-dot c
which correspond to logic states are schematically show
Fig. 1. The ‘‘dots’’ are simply places an electron can occu
The two polarized charge configurations ofP51 and P
521 represent a binary ‘‘1’’ and ‘‘0,’’ respectively. The
electrons can be pulled into the null state (P50) by reduc-
ing the occupation energy of the central dots. Cell-to-c
interactions through which computation is accomplished
solely Coulombic. QCA computing is computing with th
ground state which typically manifests itself as a natural t
dency for a cell to align its polarization with its neighbors

Clocked QCA cells facilitate the operation of large-sca
circuits and minimize power dissipation. Cell configuratio
for binary wires, inverters, and the basic logic elements
the QCA architecture6 are shown in Fig. 2. Clocking pro
vides a means for controlling the flow of information throu
large arrays composed of these fundamental QCA eleme7

A six-dot cell is clocked by changing the potential applied
the central dots. The clock pulls electrons into the mid
dots or pushes them out by raising and lowering the occu
tion energies of the middle dots. A clocked switching eve
involves pulling the electrons from a polarized state into
null state and then pushing the electrons out of the null s
into a new polarized state. Landauer and Keyes8 first pro-
posed this method of quasiadiabatic switching which
been adapted for use in six-dot cells. Gradual clocking ma
tains the cell arbitrarily close to its ground state through
the switching process, so the adiabatic theorem9 guarantees
that if the switching is performed slowly enough it can
accomplished with an arbitrarily small amount of ener
dissipation.

Working QCA logic devices have been successfully fa
ricated and tested.10,11 These devices were made from ce

FIG. 1. Schematic of the six site QCS cell.~a! When the occupation energ
of the middle dots is high, each electron is essentially localized to a si
dot and Coulombic repulsion causes the electrons to occupy antipodal
within the cell. The two resulting bistable states correspond to cell polar
tions of P511 andP521. These polarizations have bit values 1 and
respectively.~b! When the occupation energy of the middle dots is lo
enough to ovecome the Coulombic repulsion of the electrons, the elec
occupy the middle dots. This configutation is designated the ‘‘null’’ st
with P50.
Downloaded 29 Jan 2004 to 129.74.250.197. Redistribution subject to AI
f
ll
in
.

ll
e

-

f

s.

e
a-
t
e
te

s
-
t

-

comprised of metal dots connected by aluminum oxide t
nel junctions. Metal-dot cells are capacitively coupled a
each dot contains many conduction band electrons. The
barriers in the tunnel junctions result in integer multiples
the elementary charge on each dot. In typical metal-dot
operation, an applied voltage causes the transfer of a si
electron from one dot to another and information is encod
in the charge configuration of the cell. Devices built fro
metal-dot cells include majority gates, latches, memor
and shift registers. Power gain has also been measure
experiments with metal dot cells.12

A molecular implementation of QCA holds the promis
of approaching the ultimate limits in device densities, op
ating at room temperature, and achieving device switch
speeds on the order of picoseconds.13 In molecular QCA
each cell is a single molecule. The dots in a QCA molec
are redox centers which are coupled by bridging ligands
provide tunneling paths between the dots.14 Typical cell sizes
are on the order of 1 nm. Cells do not need to be individua
clocked, so molecular-scale cells could be clocked by wi
with diameters of 10 nm or more.15 Calculations show tha
clocked molecular cells exhibit power gain and are capa
of operating at the ultralow power dissipation levels requir
for molecular scales of integration.16 Full quantum-chemistry
calculations have been performed on simple molecules
verify their switching behavior.17 The fabrication and testing
of single-molecule QCA cells is an area of active researc

As an approach to nanoscale computing, QCA avo
several of the difficult issue that confront convention
current-based methods and quantum computing. The p
lems associated with current at the nanoscale include
difficulty of charging the interconnect lines between devic
with nanocurrents and the inability of a nanoscale curr
switch to cleanly turn the current off or on. The most signi
cant problem is likely to be the high resistances and the e
higher power dissipation associated with running curr
through molecular scale wires. If all other problems we
somehow resolved and it was possible to fabricate a c
using current based devices at molecular scales of inte

le
tes
-

ns

FIG. 2. Fundamental QCA devices.~a! The binary wire transmits data be
tween two points~when clocked it functions as a shift register!, ~b! fanout
provides a method to split a data signal and send the same value to
different destinations,~c! an inverter uses the Coulombic interaction of d
agonally aligned cells to invert the input signal, and~d! the majority gate is
the fundamental logical element of the QCA architecture where the outp
the value corresponding to two or more of the three inputs.
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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tion, the chip would simply melt as soon as it was turned
from the heat generated. QCA cells do not require cha
transfer between devices and thus avoid the problems a
ciated with current at the nanoscale. Neither do QCA c
require the full intercell quantum coherence necessary to
form analog quantum computing. The operation of a Q
cell requires tunneling, so switching does not occur if\ is 0.
Information, however, is only encoded in a cell’s charge c
figuration which is a classical degree of freedom, so the
teraction between neighboring cells need only be Coulom
in nature.18

III. THE DISSIPATIVE DYNAMICS OF A THREE-STATE
QCA CELL

A three-state approximation provides a good model fo
clocked QCA cell. The parameters of such a model can
deduced from more microscopic descriptions as shown
Ref. 19. In the three-state approximation, a QCA ce
Hamiltonian is constructed from basis vectors which cor
spond to the charge configurations of the three logic state
basis vector is associated with the null state~P50!, and each
of the two completely polarized states (P511 and P
521). A cell’s polarization in general isP52^l̂7&, the
projection of the cell’s density matrix onto the seventh ge
erator of SU~3!—see Appendix. Cell to cell interactions a
characterized by the intercellular Hartree approximatio19

where Coulombic interaction between cells is treated wit
mean-field approach, so any quantum entanglement betw
cells can be ignored. In Ref. 19 a quantitative compariso
made between the dynamics of a cell array under the m
field approximation versus a description involving full qua
tum coherence.20 The three state Hamiltonian for thejth cell
of a QCA array is

Ĥ j5S 2
Ek

2 (
mÞ j

f j ,mPm 0 2g

0 1
Ek

2 (
mÞ j

f j ,mPm 2g

2g 2g Ec

D .

~1!

Here g represents the tunneling energy between one of
symmetric polarization states@Fig. 1~a!# and the null state
@Fig. 1~b!#. The symmetric off-diagonal zeros indicate th
there is no direct coupling between the two symmetric po
ization states, so the only tunneling path connecting them
through the null state.Ec is determined by the interaction o
the cell’s central dots with an external clocking field. T
‘‘kink energy,’’ Ek , is an energy which characterizes th
Coulombic interaction between cells;Ek is the energetic cos
of two neighboring cells having opposite polarizations. F
molecular implementations this energy has been calcul
to be greater than 0.5 eV.Pm52^l̂7(m)& is the polarization
of themth cell. The termf j ,m is a geometric factor dependin
on the spatial relationship between thejth and themth
cells which can be calculated by simple application
electrostatics.
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The ordered propagation of information through a QC
circuit is accomplished by clocking the cells. A four-pha
clocking scheme was developed for a shift register compo
of two-state molecular-scale cells in Ref. 16. The clocki
there was accomplished by changing the tunneling ene
between the dots. The three-state model has been devel
to describe what appears to be a more practical way of
fecting variations in the cells activity—directly altering th
on-site energy of the central dots. This manner of clock
has been experimentally demonstrated in metal dot ce11

where it is accomplished by simply adding gates to the c
tral dots in the cell. That has the effect of altering the ene
of the cell’s ‘‘null’’ state. We model the clock simply as
controllable energy for this state,Ec(t).

The terms used to describe the effects of the clock o
single cell are: null, active, locked, and erased. When
clock is low (Ec zero or negative!, the electrons occupy the
central dots and we say that the cell is in the null sta
holding no information. As the clock signal is increased, t
cell becomes ‘‘active’’ so the electrons are forced out of t
central dots and the cell’s polarization takes on a defin
value determined by the neighboring polarizations. When
clock signal is large enough (Ec>Ek) to suppress switching
over the relevant time scale, we say the cell is in t
‘‘locked’’ state. A locked cell can be in a metastable sta
where its polarization is independent of the environme
The locked cell is essentially a single-bit memory eleme
As the clock signal is decreased the cell depolarizes and
information stored in it is ‘‘erased.’’

Here we consider lines of equally spaced cells, so g
metric effects can be absorbed intoEk and the Hamiltonian
thus simplified to

Ĥ j5S 2
Ek

2
~Pj 211Pj 11! 0 2g

0 1
Ek

2
~Pj 211Pj 11! 2g

2g 2g Ec

D .

~2!

Only coupling to directly adjacent cells is considered in t
earlier Hamiltonian because the interaction energy betw
cells, being a quadrupole–quadrupole interaction, decay
the fifth power of the distance.

We simulate the quantum dynamics of a three-state Q
cell using a coherence vector formalism where dissipa
coupling to a heat bath is incorporated through an ene
relaxation-time approximation. The coherence vector form
ism ~also called the generalized Bloch vector!21 is developed
by projecting the elements of the density matrix,r̂, onto the
generators of SU~3!. The components of the coherence ve
tor ~lY! are then

l i5Tr$r̂l̂i%, ~3!

where l̂i is one of the generators of SU~3!. In a similar
fashion we project the three-state Hamiltonian onto the b
of generators to form a real eight-dimensional vectorGY , the
‘‘Hamiltonian,’’ whose components are
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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G i5
Tr$Ĥl̂i%

\
. ~4!

The explicit form of the Hamiltonian vector corresponding
the Hamiltonian in Eq.~2! is

GY5
1

\ F0,22g,22g,0,0,0,EkP̄,
2

A3
EcG , ~5!

where P̄ is simply the sum of the neighboring ce
polarizations.

Without coupling to a heat bath, the equation of moti
for the three-state coherence vector is

d

dt
lY5V•lY . ~6!

The elements of the matrixV are

V ik5(
j

a i jkGY j , ~7!

where the structure constantsa i jk are determined by the
commutator relation

a i jk5
2 i

4
Tr$@ l̂i l̂j #2l̂k%. ~8!

Equation~6! is completely equivalent to the quantum Lio
ville equation for the density matrix.

Dissipation is introduced into the coherence vector f
malism through an energy relaxation time approximat
where the system is relaxing to its instantaneous ther
equilibrium state. The instantaneous thermal equilibri
density matrix for a time-dependent Hamiltonian is

r̂ss~ t !5
e2Ĥ~ t !/kBT

Tr@e2Ĥ~ t !/kBT#
. ~9!

The components of the associated time depend
steady-state coherence vector are

lYss
~ j !5Tr$r̂ss~ t !l̂j%. ~10!

The dissipative equation of motion can now be expresse

]

]t
lY5V•lY2

1

t
@lY2lYss~ t !#, ~11!

where t is an energy relaxation time which represents
strength of the coupling between the system and the the
bath. In addition to forcing terms, the dissipative equation
motion contains a term representing the system’s tendenc
relax to its instantaneous thermal equilibrium state.22

Energy flow through a QCA cell can be divided in
terms each of which corresponds to a particular interactio
the cell with its surroundings. Specifically, a test cell e
changes energy with the clock, the bath, and its neighbo
cells. We derive the energy flow terms from the instan
neous expectation value of the cell’s energy which is

E5^Ĥ&5
1

3
Tr$Ĥ%1

\

2
GY•lY . ~12!
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By taking the derivative of Eq.~12! with respect to time, we
obtain an equation for the instantaneous net power flow
the cell

Pf~ t !5
d

dt
E5

1

3

d

dt
Ec~ t !

1
\

2 S d

dt
GY ~ t !•lY~ t !1GY ~ t !•

d

dt
lY~ t ! D , ~13!

which after substituting Eq.~11! into the second term sim
plifies to

Pf~ t !5
1

3

d

dt
Ec~ t !1

\

2 S d

dt
GY ~ t !•lY~ t !

2
1

t
GY ~ t !•@lYss~ t !2lY ~ t !# D . ~14!

lY~t! evolves in time according to Eq.~11! and lYss(t) is the
time dependent density matrix of Eq.~9! projected onto the
generators of SU~3! per Eq.~10!. The time dependence of
cell’s Hamiltonian vector

GY ~ t !5
1

\ F0,22g,22g,0,0,0,Ek@PL~ t !1PR~ t !#,
2

A3
Ec~ t !G

~15!

depends on the clocking energyEc(t) and the polarization of
the cells to the leftPL(t) and rightPR(t).

The total power flow through a cell averaged over a tim
interval Ts is

Pf5
1

Ts
E

t

t1Ts
Pf~ t8!dt8, ~16!

and the net energy change over the same interval is

Enet5E
t

t1Ts
Pf~ t8!dt8. ~17!

Using Eq.~14!, we can write this as

Enet5E
t

t1Ts1

3

d

dt
Ec~ t8!1

\

2 S d

dt
GY ~ t8!•lY~ t8!

2
1

t
GY ~ t !•@lYss~ t !2lY~ t !# Ddt8. ~18!

The terms of Eq.~18! are identified with various com
ponents of the energy flow.

The energy transferred to the bath over time intervalTs

is

Ediss5
\

2tEt

t1Ts
GY ~ t !•@lYss~ t !2lY~ t !#dt8. ~19!

The energy delivered from the clock is

Eclock5
\

2Et

t1Ts1

3

d

dt
Ec~ t8!1

dG8~ t8!

dt8
l8~ t8!dt8. ~20!

The cell on the left of the test cell is the input cell. Th
energy it delivers to the test cell during intervalTs is
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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Ein5
\Ek

2 E
t

t1TsdPL~ t8!

dt8
l7~ t8!dt8. ~21!

The cell on the right of the test cell is the output cell. T
energy it receives from the test cell during intervalTs is

Eout52
\Ek

2 E
t

t1TsdPR~ t8

dt8
l7~ t8!dt8. ~22!

With the sign conventions used in Eqs.~19!–~22! the net
energy change of the cell over time intervalTs is

Enet5Ein2Eout1Eclock2Ediss. ~23!

The energy change in a cell for a given time period is
necessarily zero due to a cell’s ability to store energy.

IV. THE THERMODYNAMICS OF BIT ERASURE

Bit erasure is the simplest logically irreversible proce
It is logically irreversible in that it requires a one bit inp
and always returns the null state as the output, so it is
possible to recover the input value from just the output val
Other logically irreversible processes such as the one im
mented by the majority gate involve a similar destruction
information about one or more of the inputs. While erasur
logically irreversible, the erasure of a bit in a specific cell c
be transformed into a logically reversible process if a copy
the bit is made first. Landauer proposed a method for acc
plishing logically reversible erasure in a bistable poten
well provided that the erasure process was customized
cording to the value of the bit being erased.4 In the context of
QCA a similar process involving a demon cell~after Max-
well’s demon! can be used to copy the bit stored in a cell a
implement a logically reversible erasure process accordin
the value of the stored bit.

The focus of this section is to compare the energetics
two operations: ‘‘erase bit’’ and ‘‘copy bit to demon, the
erase bit.’’ ‘‘Erase’’ is a process which returns a cell from
polarized state to the null state. Copying a bit to the dem
involves allowing the physical interaction between the c
and the demon cell to set the demon cell into the same s
as the cell. This can also be considered the demon cell ‘‘re
ing’’ the information in the primary cell; reading and copyin
are fundamentally the same operation. The role of the dem
can be played by another cell or by any other read-out
cuit, which stores a coy of the bit. We will show in Sec.
how a QCA shift register can be viewed as a series of co
then-erase operations. The role of the demon then shifts f
one cell to its neighbor as the copy of the bit propaga
down the line.

The QCA testbed for single bit erasure consists o
driver, test cell, and demon cell~Fig. 3!. The test cell’s
Hamiltonian vectorGY , given by Eq.~5!, changes with time in
response to an external clocking field and the applied po
izations of the neighboring driver and demon cell. The su
mation of the drive and demon cell polarizations yields
value of P̄, and the strength of the external clocking fie
determines the value ofEc . The erasure process is describ
by the variation in time ofGY (t), and the corresponding re
sponse of the test cell is characterized bylY(t), evolving
Downloaded 29 Jan 2004 to 129.74.250.197. Redistribution subject to AI
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under the equation of motion@Eq. ~11!#. The driver is as-
signed a polarization whose time dependence is structure
write a bit to the test cell. The operation of the demon cel
designed to assist in erasing the bit written to the test cel
the driver. The demon cell copies the test cell’s polarizat
and then relaxes its polarization to zero which provide
path for the test cell to adiabatically reach its null state. Sin
operating the demon cell requires retaining a copy of the
stored in the test cell, information is not destroyed and e
sure assisted by the demon cell is logically reversible. W
out the intervention of a demon cell, the erasure proces
logically irreversible, as no copy of the bit is retained.

A. Bit erasure with no demon

Erasure without a demon cell is accomplished by low
ing the clock, allowing the test cell to depolarize and the
is erased. The logic values of a test cell undergoing eras
without a demon cell are shown in Fig. 4~a!. Initially, a bit
value of 1 is stored in the locked test cell. When the clock
lowered, dissipative effects erase the bit and the cell is lef
the null state. Figure 5~a! gives the charge configurations fo
erasure without a demon cell. The test cell is initially lock
with a polarization of 1~the small central dots indicate tha
the cell is locked!. The cell is unlocked by lowering the cloc
which decreases the occupation energy of the central
~the large central dots indicate the cell is unlocked!. Dissipa-
tive effects localize the electrons to the central dots and
cell is erased to a polarization of 0.

Figure 6 shows the dynamics of bit erasure withou
demon cell. The dynamics are calculated from Eq.~11! by
evolving the system forward from an initial state using
implicit time-matching method. The specific cell paramete
and switching speed were chosen so that the characte
dynamics of an irreversible erasure processes are easily

FIG. 3. QCA array for examining logically reversible and irreversible e
sure. The driver writes the bit to the test cell. The test cell stores the
written to it by the driver and is then erased with or without the assistanc
the demon cell. The demon cell copies the test cell’s polarization and dr
the test cell to the null state, as it resets itself to the null state. If the de
cell is employed, it retains a copy of the bit value erased from the test
~b! Sign conventions for energy flow in a QCA cell. The arrow associa
with each term indicates the direction of positive energy flow.
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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hibited (Ek /kT520, g50.1, Ek , t5100 \/g!. The driver
and test cell initially have polarizations of zero and the t
cell’s clock is low. A bit is written to the test cell, and the
the bit is erased according to the logically irreversible p
cess outlined in Fig. 4. The labeled time intervals of Fig
are explained in the following step by step outline of t
logically irreversible erasure process~the transitions of the
clock, driver, and demon cell are all error-function-shaped
time!.

~1! Write bit. The driver’s polarization goes from 0 to 1. Th
test cell copies the driver’s polarization.

~2! Lock bit. The clock signal is increased. The test cell
locked and fully polarized.

~3! Store bit. The driver’s polarization goes from 1 back
0. The test cell remains locked with a polarization of
due to the influence of the clock.

~4! Erase bit. The clock signal is decreased. The test ce
unlocked and it is erased as dissipative effects drive
polarization to 0.

Since the test cell is coupled to an external heat b
even in its locked state it will begin to depolarize as ene
escapes to the bath. The energy relaxation time constat
determines the rate at which a locked cell will depolari
When the clock is lowered, the unlocked cell complete
depolarizes on a time scale much shorter thant. After the
clock is lowered and the bit erased, the kinetic ene

FIG. 4. Logical progression of bit erasure with and without a demon cell.~a!
The column on the left shows the logic states of a test cell underg
logically irreversible erasure without a demon cell. The test cell starts w
a locked bit value of 1. The cell is unlocked by lowering the clock and
bit is erased by dissipative processes which relax the cell to the null s
~b! The column on the right shows the logical states of a test cell underg
reversible erasure with the assistance of a demon cell. Again the tes
starts with a locked bit value of 1. The demon cell then copies the test c
bit value. After the cell is unlocked by lowering the clock, the bit is quas
diabatically erased as the test cell relaxes to the null state under the influ
of the demon cell which drives it there.
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trapped in the cell escapes to the thermal bath and the R
oscillations are damped by dissipative processes.

B. Bit erasure with a copy to demon

Bit erasure with a demon cell is a logically reversib
copy-then-erase process. The logic values of a copy-th
erase process for a test cell and a demon cell are show
Fig. 4~b!. Initially, a bit value of 1 is stored in the locked te
cell and the demon cell is in the null state. First, the dem
cell copies the bit value of 1 stored in the test cell. Next t
test cell’s clock is lowered, but the cell partially retains a
value of 1 due to the influence of the demon cell. Finally, t
demon cell is reset to the null state which allows the test
to fully depolarize and the bit is erased.

The charge configurations for a copy-then-erase proc
are shown in Fig. 4~b!. The test cell starts with a locke
polarization of 1. First the demon cell copies the test ce
polarization. The second step is that the test cell is unloc
by lowering the clock, but it remains almost fully polarize

g
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g
ell
’s
-
ce

FIG. 5. Charge configurations for bit erasure with and without a demon c
~a! The column on the left shows the charge configuration of a test
undergoing logically irreversible erasure without a demon cell. The test
starts with a locked polarization of 1 where the small central dots indic
the cell is locked. The cell is unlocked by lowering the clock which
indicated by the large central dots. Lowering the clock decreases the o
pation energy of the central dots. The electrons are then localized to
central dots through dissipative processes, and the bit value formerly
coded in the cell’s charge configuration is irreversibly erased.~b! The col-
umn on the right shows the charge configurations of a test cell underg
logically reversible erasure with the assistance of a demon cell. Again
test cell starts with a locked polarization of 1. The demon cell then cop
the test cell’s bit value and adopts its polarization. Next the test cel
unlocked by lowering the clock, it remains polarized due to the influence
the demon cell. Finally, the test cell is erased when the demon cell rese
a polarization of 0 and drives the test cell adiabatically to the null state. T
process is logically reversible, since the demon cell retains a copy of th
erased from the test cell and could be used to write the bit back onto the
cell.
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due to the influence of the demon cell. Finally, the test ce
erased when the demon cell resets its polarization to 0
drives the test cell to the null state.

Figure 7 shows the dynamics of a copy-then-erase p
cess with a demon cell. The dynamics are calculated u
the same methods described for logically irreversible eras
and the same cell parameters are used. The driver and
cell initially have polarizations of zero and the test cel
clock is low. A bit is written to the test cell, and then the b
is erased according to the logically reversible copy-th
erase process outlined in Fig. 4~b!. The labeled time intervals
of Fig. 7 are explained in the following step by step outli
of the logically reversible erasure process.

~1! Write bit. The driver’s polarization goes from 0 to 1. Th
test cell copies the driver’s polarization.

~2! Lock bit. The clock signal is increased. The test cell
locked and fully polarized.

~3! Copy stored bit. The driver’s polarization goes from
back to 0. The demon cell’s polarization goes from 0
1, as it copies the polarization of the test cell. The t
cell remains locked with a polarization of 1 due to t
influence of the clock and demon cell.

~4! Unlock bit. The clock signal is decreased. The test ce
unlocked but it remains almost fully polarized due to t
influence of the demon cell.

FIG. 6. Calculated dynamics of a logically irreversible erasure process~a!
The time dependent polarization of the driver cell as it writes a bit to the
cell. ~b! The clock signal applied to the test cell which is increased to lo
the bit written by the driver and then decreased allowing dissipative
cesses to irreversibly erase the bit.~c! Polarization of the test cell, as i
responds to the effects of the driver and the clock. The test cell beco
fully polarized as the bit is written to it and then the clock is lowered a
dissipative effects erase the test cell.~d! There is a significant increase in th
test cell’s entropy as the bit is irreversibly erased. The numbered time
tervals 1–4 indicate the following steps in the logically irreversible eras
process: 1 write bit, 2 lock bit, 3 store bit, and 4 erase bit.
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~5! Erase bit. The demon cell resets to a polarization of
The test cell is erased to a polarization of 0 as the dem
cell resets.

C. Entropy

It is instructive to examine the entropy during the ope
tions. We use von Neumann’s definition which, expressed
terms of the density matrix is

S52kTr$r lnr%. ~24!

For the erasure events shown in Figs. 6 and 7 the tim
dependent density matrix is reconstructed from the test ce
coherence vector and the entropy calculated from Eq.~24!.
Entropy is generated only in the case of logically irreversi
erasure without a demon cell@shown in Fig. 6~d!#. The en-
tropy generated in the erasure process then flows out into
environment. During a copy-then-erase process@shown in
Fig. 7~e!#, by contrast, the entropy is nearly constant at
thermal equilibrium value. In fact, the clock acts to briefl
refrigerate the cell and entropy temporarily decreases.

st
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FIG. 7. Calculated dynamics of a logically reversible erasure process~a!
The time dependent polarization of the demon cell as it copies the pola
tion of the test cell and then erases the test cell to the null stat.e~b! The
polarization of the driver cell as it writes a bit to the test cell.~c! The clock
signal applied to the test cell which is increased to lock the bit written by
driver and then decreased to allow the demon cell to reversibly erase th
~d! Polarization of the test cell, as it responds to the effects of the dri
clock, and demon cell. The test cell becomes polarized as the bit is wr
and then adiabatically resets to the null state under the influence of
demon cell.~e! No entropy is generated during the reversible erasure p
cess. The numbered time intervals 1–5 indicate the following steps in
logically reversible erasure process: 1 write bit, 2 lock bit, 3 copy stored
4 unlock bit, and 5 erase bit.
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D. Minimum energy dissipation requirements for
computation

We calculate the energy dissipated during the eras
and copy-then-erase processes. It is important to disting
signal energy, which is the energy associated with the tra
fer of information between cells~i.e., the work one cell does
on the succeeding cell!, from energy dissipated to the env
ronment. Erasure without a demon cell typically requires
amount of energy to be dissipated on the order of the sig
energy. However, the copy-then-erase process does no
quire any minimum amount of energy to be dissipated, s
ject to the requirement of slowing the process down. Tha
if a copy of the information is retained, the energy dissipa
in erasing a bit from a cell can be made arbitrarily sma
provided the erasure time is sufficiently long.

We quantify the relationship between erasure time a
energy dissipation. For the erasure and copy-then-erase
cedures described in the preceding subsections A and B
calculate the energy dissipated to the bath using Eq.~19! for
a test cell with the following characteristics:Ek50.52 eV,
g50.1 Ek , andt510 000\/Ek . Figure 8 shows the energ
dissipated to the bath during erasure in a test cell as a f
tion of the time interval,Ts , over which the erasure wa
performed. In this caseTs is defined as the time interval ove
which the clock energyEc goes from high to low. The graph
contains three groups of curves and each group contains
for temperatures of 60, 210, and 300 K. The values

FIG. 8. The energy dissipated to the bath by the test cell for logic
irreversible and reversible erasure processes. For a particular erasure
Tc is the time interval over which the clock energyEc goes from high to
low. There are three groups of curves plotted as a function ofTc . The set of
curves grouped underkTln~2! designate the minimum signal energy requir
to reliably distinguish a bit from the thermal bath at various temperatu
The curves grouped underEdiss without demon cell are the calculated valu
of the energy dissipated to the environment for logically irreversible era
events of the type shown in Fig. 6. The curves labeledEdiss with demon cell
are the calculated values of the energy dissipated to the environmen
logically reversible copy-then-erase processes of the type shown in Fi
Here we see that for a copy-then-erase process the energy dissipated
environment can be significantly smaller thankTln~2!, while for logically
irreversible erasure the energy dissipated is on the order ofEk .
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kTln~2! for each of these temperatures are shown. The se
curves labeled ‘‘Ediss without demon cell’’ correspond to ir-
reversible erasure events~Fig. 6!, in which the amount of
energy dissipated to the environment is always considera
larger thankTln~2!. The set of curves labeledEdiss with de-
mon cell correspond to copy-then-erase processes~Fig. 7!
where the amount of energy dissipated can be significa
less than thekTln~2! limit. This set of curves shows quant
tatively that in the case of logically reversible computatio
energy dissipation is a design issue and not a fundame
physical limit.

V. A DEMON CHAIN—THE QCA SHIFT REGISTER

QCA shift registers are linear arrays of cells which d
rectionally propagate binary information encoded in t
charge configurations of the component cells. One of th
primary functions in the QCA architecture is to transport d
between logic elements. Adiabatic switching of a QCA sh
register was first discussed in Ref. 23, developed in detail
metal-dot cells in Ref. 24, and demonstrated experiment
for metal-dot cells in Ref. 11. QCA shift registers also e
hibit power gain,16 which has been experimentally verified
metal-dot cells.12 The initial considerations of such a shi
register go back to Landauer’s work on fundamental lim
for computation8 and communication.25

We focus on the shift register as we can use it to exa
ine the steady-state behavior of many QCA cells involved
a series of write, copy, and erase operations. In steady s
the net transferred into the cell over a clock cycle,Enet in Eq.
~23!, must be zero. The shift register allows us to focus
steady-state energy balance, rather than on trans
behavior.

We consider a QCA shift register with a four-pha
clocking scheme in which each cell’s individual clock is d
layed a quarter period from that of the previous cell. In act
molecular implementations the clock signal would be distr
uted over a larger length scale than just individual ce
Many molecules of single-nanometer dimensions could
clocked by one clock wire with dimensions on the order
tens of nanometers, and the cell arrays could process as
as transport information.23 We adopt the single-clock-per ce
model for simplicity.

The clocking scheme is shown in detail in Fig. 9. Clo
signal 2 is a quarter period behind clock signal 1@Tc is the
clock period andEc

( j ) is the clocking energy of thejth cell#.
This quarter period delay allows a locked cell to polarize
active downstream neighbor without any back influence fr
the following cell downstream, because the latter is held
the null state. After the bit in a locked cell is copied to i
active neighbor, the locked cell is erased and the do
stream cell formerly in the active state becomes locked
this manner every quarter clock period the bit moves one
down the chain~Fig. 10!.

The calculated polarizations of a semi-infinite QCA sh
register with three state cells is shown in Fig. 11. The s
register is capable of propagating an arbitrary bit strea
Each cell’s dynamics are determined by Eq.~11! and the
cell-to-cell coupling, as well as the cell-to-driver coupling,
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treated using the mean-field approximation discussed ea
Implicit time marching is used to evolve the coupled syst
forward in time. For the shift register simulation shown t
relevant three state parameters are:Ek50.2 eV, g50.2 Ek ,
maximum Ec5Ek , minimum Ec52Ek ,Tc55 ps, T5300
K, t510 \/Ek ~they are again chosen to make the behav
readily apparent!. Figure 11 shows both bit values of 0 and
propagating from the driver to the demon cell.

Every cell in a QCA shift register plays the role of
demon cell for part of the time. The characteristics of a
mon cell are that it copies the bit from a neighboring cell a
that it uses the stored bit value to adiabatically reset
neighboring cell to the null state. In the active state, a ce
copying the bit value of its upstream neighbor. In the lock
state a cell stores the copied bit value in its charge confi
ration thereby maintaining the correct polarization bias
adiabatically erasing the upstream neighbor. Because the
eration of copy-then-erase is logically reversible, the ene
dissipated to the thermal bath per switching event can
much less thankTln~2!.

We perform a quantitative analysis of energy flo
through a three-state QCA shift register. The component
the energy flow through a QCA cell over one switching cy
in a shift register under steady-state conditions are show
Fig. 12. In this case steady-state means transients assoc
with clocking information into a shift register initially a
thermal equilibrium have decayed and the behavior of

FIG. 9. Schematic of a QCA shift register with a four phase clock
scheme. The data advances one cell to the right with each quarter
cycle. ~b! The four clock signals which order the propagation of da
through the shift register. The quarter clock cycle phase delay allow
locked cell to polarize its active downstream neighbor which will in tu
become locked during the next quarter clock cycle and polarize its ac
downstream neighbor.
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shift register is periodic with the clock periodTc . With the
cell parameters from the shift register of Fig. 11, we use
~11! to calculate the cell’s dynamics. The energy flow valu
over one clock cycle are then calculated from Eqs.~19!–
~22!. Under steady-state conditions the energy which flo
into a cell when the upstream cell writs a bit to it,Ein , is
equal to the energy delivered to the downstream cell w
the bit is erased,Eout. During the process of writing and
erasing the bit an amount of energy,Ediss, which is signifi-
cantly less thankTln~2!, is dissipated to the bath, and re
placed by an equivalent amount of energy from the clo
Eclock. A signal energy much greater thankTln~2! is trans-
ferred to the downstream cell when it copies a bit. This e
ergy is not dissipated and must be significantly greater t
kTln~2! to preserve the integrity of the information encod
in the signal from the disruptive effects of the thermal ba
The signal energy is only necessarily dissipated to the bat
the case of a logically irreversible erasure where the inf
mation in the signal is destroyed without being copied.
that case the energy dissipated is much more thankTln~2!
~seeEdisswithout demon cell in Fig. 8!. Note that the equiva-
lence ofEdiss and Eclock are results of the calculated time
marching behavior, nota priori assumptions.

The energy dissipated per switch as a function of clo
frequency is shown in Fig. 13 for a cell in a QCA shi
register under steady-state operation. The upper bound o
QCA operation region is based on irreversible switchi
events where the cell’s operation is completely nonadiaba
the information the cell contained may have been erased

ck

a

e

FIG. 10. Data propagation in a QCA shift register over one clock cycle. T
cells in the process of copying a bit are labeled active. Locked cells sto
a bit have bold outlines and are labeled with the bit value they contain wh
in this case is ‘‘1.’’ Each descending row corresponds to the clock sign
advancing a quarter cycle which causes the bit in the locked cell to
transferred to its active downstream neighbor. The net result is that th
written by the driver to cell 1 in the first row advances four cells over t
course of a complete clock cycle.
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logically irreversible manner, and an amount of energy
the order ofEk must be dissipated during each switchi
event. The lower bound corresponds to quasiadiabatic l
cally reversible switching events in which the information
the cell is copied before being erased. In the case of
lower bound, an arbitrarily small amount of energy can
dissipated at the price of decreasing the clock frequency.
physical parameters of the cells used to calculate the po
defining the lower limit of the QCA operation region ar
Ek50.1 eV, g50.2 Ek , maximum Ec5Ek , minimum Ec

52Ek , T5300 K, andt51000 \/Ek . These parameter
were chosen to give a conservative estimate of the Q
operation region with respect to energy dissipation. Even
ing nonoptimal parameters a large portion of the QCA ope
tion region is comprised of switching events which, at roo
temperature, dissipate less than the thermal background
ergy. From a technological perspective it is noteworthy t
the room temperature QCA operation region indicates c
could operate at tetrahertz speeds with power dissipa
rates of 10 pW or less26 ~point A in Fig. 13!.

FIG. 11. Semi-infinite QCA shift register composed of three state cells.
polarization of each cell is calculated from a self-consistne time-march
solution of Eq.~11!. The initiawl transition of the driver cell’s polarization
from 21 to 1 ~bit value 0 to 1! propagates down the cell chain, as does ea
subsequent transition. The demon cell at the end of the chain simulate
response of the next cell in a semi-infinite line. The labels ‘‘1’’ and ‘‘0
show the propagation of two bits down the shift register. In this caseTc is 5
ps.
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FIG. 13. The QCA operation region gives the energy dissipated to the
vironment per cell as a function of the clock period (Tc). The upper bound
of the region corresponds to an abruptly switching cell which dissipates
amount of energy corresponding to the value of its kink energy over ev
clock cycle~in this caseEk5100 meV!. The solid line in the lower bound
corresponds to the same cell switching quasiadiabatically at 300 K w
weak coupling to the environment. Point A is a reference point that indic
the amount of energy dissipated per switching event by a cell with a cl
frequency of 1 THz and a power dissipation of 10 pW.
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FIG. 12. Steady-state energy flow in a QCA shift register. Over one cl
cycle a bit is written to the cell, copied by the next cell downstream, a
reversibly erased. The signal energy corresponding to the bit is delivere
the upstream cell (Ein) and sent to the downstream cell (Eout). The signal
energy is much greater thankT ln(2) so that the information encoded in th
signal is not corrupted by the thermal environment. The energy dissipate
the bath (Ediss) over the course of a clock cycle is much less thankT ln(2).
Still this would result in degradation of the signal energy, if it were n
replaced by energy from the clock signal (Eclock).
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VI. CONCLUSION

We have examined the energetics of a simple QCA ar
which included dissipative coupling to a thermal bath. T
primary focus has been to quantitatively assess the en
dissipated in logically reversible and irreversible processe
this particular physical system, and connect these resul
the broader question of the minimum energy required to p
form computing.

Our analysis supports the connection made
Landauer4,8,27between two conceptually distinguishable co
cepts: logical reversibility and physical reversibility. Whi
any computation done in a physical system must dissip
energy to the environment, a logically reversible operati
like copy-then-erase, can be executed with as little ene
dissipation as desired, at the cost of performing the opera
slowly. We have calculated quantitatively just how much e
ergy is dissipated in such operation performed in a Q
system. Importantly, the copy operation does require
transfer of information between QCA cells, and the amo
of energy transferred must be greater thankTln~2! per bit.
But that signal energy is not lost to the environment a
could in principle be recovered and reused. For a logica
irreversible process like erase, an energy comparable to
signal energy, and therefore larger thankTln~2! must be dis-
sipated to the environment. The QCA shift register~which
we note has been fabricated in metal tunnel junctions! also
stands as a specific example of Landauer’s contention27 that
there is no fundamental minimum energy-dissipation
quired to communicate a bit. We have not presented a pr
but rather specific examples in a concrete computational
tem with potential technological relevance.
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APPENDIX: GENERATORS OF SU „3…

The coherence vector formalism is developed by proje
ing the operators of the density matrix formalism on t
generators of SU~3!. Of special importance are the gener
tors l̂7 and l̂8 which correspond to a system’s classical d
grees of freedom. The polarization is defined as

P52Tr$l̂7r̂%. ~A1!

The other observable corresponding to a classical degre
freedom is called the activity which is defined as

A5Tr$l̂8r̂%. ~A2!

Polarization measures the dipole moment of a cell du
its charge configuration. Activity measures how much cha
is localized in the central dots versus the top and bott
dots. The rest of the SU~3! generators correspond to quantu
degrees of freedom. Here is a complete list of the SU~3!
generators which are traceless and Hermitian by definitio

l̂15F 0 1 0

1 0 0

0 0 0
G l̂25F 0 0 1

0 0 0

1 0 0
G l̂3F 0 0 0

0 0 1

0 1 0
G
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l̂45F 0 i 0

2 i 0 0

0 0 0
G l̂55F 0 0 i

0 0 0

2 i 0 0
G

l̂65F 0 0 0

0 0 i

0 2 i 0
G l̂75F 21 0 0

0 1 0

0 0 0
G

l̂85
1

A3 F 21 0 0

0 21 0

0 0 2
G . ~A3!
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