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Absh’acf Quantum-dot cellular automata (QCA) is a 
computing model that has shown great promise for effcient 
molecular computing. The QCA clock signal consists 
of an electric feld being raised and lowered. The w i m  
needed to generate the clocking geld have been thought 
to he the limiting factor in the density of QCA circuits. 
This paper explores the feasibility of using single walled 
carbon nanotuhes (SWNTs) to implement the clocking felds, 
effectively removing the clocking wire harrier to greater 
circuit densities. 

I.  INTRODUCTION 

Quantum-dot cellular automata (QCA) is a comput- 
ing model that uses charge confguration to represent 
and transport data, exploiting the characteristics of the 
nanoscale world [I] ,  [2]. Carbon nanotubes (CNTs) have 
been demonstrated to be powerful tools for the nanoscale. 
In particular, the electrical properties of metallic single 
wall nanotuhes (SWNTs) have been shown to be excellent 
conductors [3]. This paper explores the feasibility of using 
metallic SWNTs to implement the QCA clocking scheme. 

The basic computing device of QCA is a square cell 
with a quantum dot at each comer. Two excess electrons 
are introduced into each cell. Due to Coulombic repulsion, 
the two electrons repel each other to antipodal comers of 
the cell, resulting in two stable cell polarizations, P = +I 
and P = - I ,  corresponding respectively to a logical one 
and zero. Several cells can be placed in a row to create the 
QCA “wire”. Cells tend to assume the same polarization 
as their neighbors due to Coulombic interaction between 
them. Additionally, a functionally complete set of logic 
gates can he created with the majority gate and inverter 

To move data across the circuit, a four phase “clock” 
is used. The clocking signal is an electric feld that is 
raised and lowered to control the tunneling within the cells 
[4]-[6]. A complete clock cycle brings the feld for each 
cell includes high, falling, low, and rising feld strengths. 
An array of cells controlled by the same feld phase is 
referred to as residing in the same clock zone. A QCA 
cell in a high feld has a defnite confguration and can 
drive other neighboring cells into its confguration, passing 
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along its data to them. Cells in a rising zone can assume 
a con€guration from a neighbor driver cell. The clocking 
phase layout needed to move a hit in a wire from left to 
right is shown in Fig. 1. It is important to note that unlike 
traditional circuits in which the clock is like any other 
signal, the QCA clock is a different kind of phenomenon 
than the values being carried hy the QCA cells. 
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Fig. 1. The four phases of the QCA clock (hold switch, relax. release) 
and the transition of phase in order to move a bit in B wire left to right. 

The QCA theory has been verifed through experimen- 
tation using metal-dot cells [7]-[9]. The great promise of 
QCA, though, lies in a molecular implementation [lo], 
[ I  I] which will allow room temperature circuit operation. 
Current work includes the construction and investigation 
of candidate molecules [12]-[14], the clocking of these 
molecules [2], and the self-assembly of circuits using 
these molecules [15]. Concurrent with the device work, 
architectures have been explored to exploit the unique de- 
vice characteristics of QCA and to demonstrate that QCA 
can he used for effcient computing [4], [16]-[181. The 
architecture work has demonstrated the potential of QCA 
for densely implementing general purpose computing. 

The purpose of this work is to examine the feasibility of 
using carbon nanotubes to implement QCA clocking and 
examine the effects of the clocking wire layout on circuit 
designs and architectures. To do this, the carbon nanotuhe 
properties assumed are bridly discussed, followed by a 
discussion of clocking wire density. Next, examples of two 
clocking wire layout strategies are discussed along with 
their impact on a sample memory architecture. 

11. CARBON NANOTUBES 

This work uses the frequently studied (10,lO) SWNTs. 
With a diameter of -1.4nm and lengths up to several 
hundreds of microns. these metallic nanotubes are on the 
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same size scale as proposed QCA molecules. The role of 
these nanotubes is to generate the clocking felds required 
by QCA circuits. The molecule being considered is a two- 
dot QCA cell with a cell-cell distance of 1.4 nm [14]. The 
associated cell-to-cell distance of the four dot cells built 
from these 2 dot cells is 2.8 nm (Fig. 2). 

Fig. 2. Cell to cell distance of a four dot QCA cell built from two %dot 
molecules. 

III. CLOCKING WIRE DENSITY 

The layout and density of QCA circuits depends sig- 
nifcantly on the underlying clocking wire layout. The 
clocking wires create the m o r  plan for which the QCA 
circuits will be designed. The linear density of the clocking 
wires (urireslpm) can be calculated by clockDens = 
l /maz(wirePitch,  CCdist)  where wirePitch is the 
minimum distance between adjacent wires and CCdist 
refers to the cell to cell distance, or minimum spacing 
between adjacent +dot QCA cells. 

Using atomic force microscopes (AFIvis), nanotubes can 
be placed precisely, leading to a wire pitch of approx- 
imately two SWNT diameters, or 2.8 nm. The end of 
the ITRS roadmap, 2016, calls for a metal 1 pitch of 
54 nm. Using the clockDens equation discussed above, 
these metal clucking wires have a linear density of 18.52 
wireslpm. Assuming the two-dot molecule discussed 
above with a cell-to-cell distance of 2.8 nm for the full 
four-dot cell and SWNTs for the clocking wires, the clock- 
ing wire density is 35.7 wireslpm. This is a linear density 
increase of 19.29 times, implying potential overall density 
gains of roughly 372 times over end of the roadmap metal 
wires. 

IV. CLOCKING WIRE LAYOUT 
To implement useful computing, QCA circuits require 

data to Crow in two basic ways, as a straight wire and as a 
turning wire. In this section, two frst cut implementation 
strategies of the clocking wire layout are discussed. These 
are frst  cut designs that demonstrate the feasibility of this 
scheme. 

The frst  strategy, proposed by Blair [191, is to lay 
down a series of clocking wires perpendicular to the 
direction of the QCA signal (Fig. 3 a). When placed at 
the correct distance, these wires can generate a clocking 
feld that will smoothly propagate the QCA signals. This 

approach requires the clocking wires to assume a range of 
orientations to support turns in the wires (Fig. 3 b). 
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Fig. 3. Three clocking wire layouu: (a) Straight QCA signal traveling 
perpendicular to the clocking wires. (b) QCA tum with perpendicular 
wires. (c) QCA signal traveling at 45 degree angle to clocking wires. 

The second approach places the clocking wires at a 45 
degree angle to the direction of the QCA signal (Fig. 3 
c). This allows the QCA signal to travel along two axes 
for any given set of clocking wires and requires only two 
clocking wire orientations, perpendicular to each other, to 
implement a full QCA circuit. 

V. EF'FECT ON ARCHITECTURE 
The H-memory is a memory architecture designed to 

take advantage of the characteristics of QCA [17], [MI. 
The memory cell is a wire spiraled into itself that stores a 
word of data. Since the H-memory was designed to exploit 
QCA, it is a valuable circuit on which to demonstrate the 
potential of the nanotube clocking schemes. 

There are several ways to layout the spiraled memory 
cell, including the nattened spiral, the expanded spiral and 
the snake confgurations (Fig. 4). The effciency of each 
confguration implemented with the two clocking schemes 
discussed above is compared by two metrics. Bitslarea 
measures the density of the resulting circuit. Bitslurire 
measures the effciency of each clocking wire and is an 
indirect measure of the manufacturability of the clocking 
circuitry. 

Fig. 4. Three spiral confgurations for storing multiple bill: (a) a 
mnened spiral, (b) an expanded spiral, and ( c )  a snake confguration. 
The shading indicates the clocking zones of each QCA cell. 

Fig. 5. Panmeten used to calculate clocking wire density an a tum far 
the perpendicular clocking wire layout. 
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TABLE I 
EQUATIONS FOR TWO CLOCKING SCHEMES 

under grant CCR-0210153, and in part by SRC under grant 
ID 2000HJ836. 

REFERENCES Layout type biWarea Number Wires 
P spiral 

P snake s(& +2&) s(E + $) 
PnatSPUal + * ,++ IT- Diae. s o i d  1/32P . .  
Diag i t  l /32Pz 32n+2($ +4n) 
Diag snake 1/32p= s(32 + 2( $ + 4) 

The bitsjarea calculation for the perpendicularly 
placed wires depends on a number of factors, including 
the wire pitch, the maximum distance between wires 
to continue to smoothly propagate the overlying QCA 
signals, and the number of wires per clocking circle (Fig. 
5). To compare the spiral and clocking wire confgurations, 
samples of the density and effciency of the circuits were 
calculated using the equations in the table and assuming 
a pitch of 2.8nm. a m a  separation of 14nm, and an 
elongated side of 168nm for the Qttened spiral and 
snake confgurations, and 1 6  wires per full circle for the 
perpendicular wire turns. 

The most least effcient confguration was the perpen- 
dicular spiral with only 776bits/@mz. It also had low 
wire reuse, only Ilntslwire. The perpendicular snake 
confguration made excellent use of space, with a density 
of 9223bits/pm2. However, it does not reuse any wires, 
resulting in 0.25bitslwire. The diagonal layout all had 
achieved the same density of 39906itslpm’. The best wire 
usage was 326itslwire for the spiral. 

Wire reuse increases the effciency and manufactura- 
bility of the clocking layouts. The snake confgurations 
have low tum costs in terms of area but require a large 
number of short wires, making them less attractive for 
mass fabrication. The diagonal strategy pays a minor 
density penalty compared to the perpendicular clocking 
scheme, but it uses wires substantially more effciently, 
making this a strategy worthy of further study. 

VI. FUTURE WORK AND CONCLUSION 

Previously, QCA has been shown to offer great gains in 
density over end of the road transistor based electronics 
[16], [ZO], [ZI]. The clocking wires needed to generate 
the clocking felds, though, were thought to be a density 
limiting factor. This paper bas presented the use of SWNTs 
to implement the clocking felds and has demonstrated 
that the clocking wires may be removed from the density 
equation. In addition, we have presented a new clocking 
wire layout strategy that supports high density circuits and 
simplifes fabrication requirements. 

This work was supported in part by the University of 
Notre Dame, in part by the National Science Foundation 
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