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Abstract
We examine power dissipation in different clocking schemes for molecular
quantum-dot cellular automata (QCA) circuits. ‘Landauer clocking’ involves
the adiabatic transition of a molecular cell from the null state to an active
state carrying data. Cell layout creates devices which allow data in cells to
interact and thereby perform useful computation. We perform direct solutions
of the equation of motion for the system in contact with the thermal
environment and see that Landauer’s Principle applies: one must dissipate an
energy of at least kBT per bit only when the information is erased. The ideas
of Bennett can be applied to keep copies of the bit information by echoing
inputs to outputs, thus embedding any logically irreversible circuit in a
logically reversible circuit, at the cost of added circuit complexity. A
promising alternative which we term ‘Bennett clocking’ requires only
altering the timing of the clocking signals so that bit information is simply
held in place by the clock until a computational block is complete, then
erased in the reverse order of computation. This approach results in ultralow
power dissipation without additional circuit complexity. These results offer a
concrete example in which to consider recent claims regarding the
fundamental limits of binary logic scaling.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

As device feature sizes decrease steadily with the shrinking of
semiconductor transistor size, power dissipation has become
clearly identified as a key limiter of continued CMOS
(complementary metal-oxide silicon) scaling. Beyond the
particular components of the problem in CMOS (e.g. static
power versus dynamic power, drain-induced barrier lowering,
etc) lurk fundamental questions of heat dissipation and device
operation. Just how small can a computational device be? How
much heat must it generate?

The fundamental structural limit of scaling is single-
molecule devices, since it appears impossible to structure
matter at a smaller length scale. Single-molecule devices might
offer additional benefits. For example molecular self-assembly
might enable vast numbers of devices to be created which are
precisely identical. Fabrication costs might also be lowered.

Of course many problems remain to be solved in the synthesis
and positioning of molecular devices, and indeed there are
few specific candidates for the devices themselves. Moreover,
though single-molecule devices would permit remarkable
functional densities, unless the power dissipation per device is
extraordinarily small, the promise of high functional densities
will be thwarted by enormous heat dissipation.

A simple estimate shows the magnitude of the problem:
imagine an array of molecular devices with an average
device footprint of 1 nm × 1 nm operating at 100 GHz. This
corresponds to a density of 1014 devices cm−2. If in each
device a single electron were to drop down a potential of 0.1 V
(dissipating 0.1 eV) every clock period, then the total power
dissipated would be 160 kW cm−2.

In this context, it is natural to ask if there is a certain
minimal amount of energy which must be dissipated in order
to compute a bit. If CMOS at the end of scaling dissipated an
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amount close to the theoretical minimum, then searching for
other device strategies would be unwarranted—none could do
much better. The connection, at first counterintuitive, between
information (computation) and heat has its roots in the very
beginnings of statistical mechanics, discussions of Maxwell’s
demon, and the Second Law of Thermodynamics. The history
of the question has been ably reviewed by others [1–3] and a
brief summary will suffice here.

Szilard and Brillouin argued that the measurement
associated with the READ operation causes an energy
dissipation of kBT ln(2) per bit [4, 5]. Landauer refuted
this notion, showing that there is no necessary minimum
energy dissipation associated with reading a bit, but rather with
erasing information [6, 7]. He argued that logically reversible
functions, in which no information is lost, could be performed
with as little dissipation of heat as desired, though at the cost
of speed. The ERASE operation, or any logically irreversible
function, by contrast, must dissipate at least kBT ln(2) per bit,
independent of the operation speed. If a copy of the bit that
is to be erased is kept, the operation can dissipate an arbitrary
small amount of energy.

By ‘energy dissipation’ we mean the transfer of energy
from the system to the environment. This is irreversible
because of the thermodynamically large number of degrees
of freedom of the environment. Energy dissipation is not
the same as energy transfer from one part of a circuit to
another. Confusion often results from imprecise language,
e.g. ‘the amount of energy it takes to compute a bit’, which fails
to distinguish device-to-device energy transfer from energy
dissipation (the distinction is observed, for example in [8]).

Bennett extended the Landauer result by showing that in
principle any computation could be embedded in a logically
reversible operation [9]. The simplest version of this is simply
to echo a copy of the inputs to the output. One can accumulate
the intermediate results, information that would normally
thrown away, and then erase these results by reversing the
functions that created them. By using the inverse operations
of the forwards computation process, the system could be
returned to its original state. Unless the original inputs to
the calculation are stored, unavoidable dissipation occurs when
they are erased.

The minimum of kBT ln(2) can be understood from a
simple statistical mechanical consideration. Let W be the
number of physical configurations the system can be in. If
initially the bit system can be in a 1 or 0 state, then W = 2.
If the information is erased then for the final state W = 1.
This 2-to-1 transition results in an entropy change for the
system of �S = kB ln(1) − kB ln(2) = −kB ln(2). Since the
Second Law of Thermodynamics requires that �S � 0, the
environment must increase in entropy by at least +kB ln(2).
This results in a free energy transfer to the environment of
�F = T �S = kBT ln(2).

There remains a question of practicality. Is it a practical
possibility to do computing in a reversible (or nearly reversible)
way? Keyes, a coauthor with Landauer on some of the
pioneering papers, assessed the situation in a 2001 article
on the ‘Fundamental Limits of Silicon Technology’. His
statement was terse and gloomy:

‘Charles Bennett showed in 1973 that computation
could be carried out in principle without dissipation

of energy with thermodynamically reversible opera-
tions, avoiding the discarding of information. How-
ever, a practical implementation of reversible comput-
ing has not occurred [10]’.

It seems likely that pressing transistors into service to
implement reversible computing will prove finally not to be
a practical approach.

One promising approach to molecular-scale electronics is
quantum-dot cellular automata (QCA) [11–65]. In contrast to
transistors which function as current switches, QCA employ
cells through which no current flows. Binary information is
encoded in the charge configuration of the cell. A local electric
field provides a clocking signal which controls the activity
of the cell and can smoothly switch it from an information-
bearing ‘active’ state to a non-information-bearing ‘null’ state.
Prototype QCA circuits have been fabricated using metal
tunnel junctions in the single-electron regime [24–32] and
considerable progress has been made towards implementing
molecular QCA [33–43]. The QCA clocking scheme that
has been developed relies on switching the cell to an active
state adiabatically, that is, gently enough that it is always very
close to its instantaneous ground state, applying the ideas of
Landauer [34, 38]. This approach reduces power dissipation
to its essentials, dissipating significant amounts only when
information is erased [22, 23].

Other aspects of QCA operation need be mentioned only
briefly here:

• Power gain in QCA has been demonstrated theoreti-
cally [22], and experimentally [31]. The clock provides
energy to make up for that lost due to dissipative pro-
cesses.

• Defect tolerance is crucial for any molecular-scale
technology because defects in layout are unavoidable. The
QCA approach is inherently robust and can be made even
more so by simply using wide (3- or 5-cell) wires to
build in redundancy at every stage. Other defect-tolerant
strategies in QCA are under investigation [44–46].

• New architectures must be created to match new transistor-
less computational paradigms. Significant work on this
front has been done [47–59], though much more remains
to be explored. The development of QCA design tools
such as QCADesigner [60] is particularly helpful in this
regard.

• Other realizations of QCA which have been demonstrated
include silicon quantum dots [61, 62], and magnetic
domains [63–65].

We focus here on clocked molecular QCA, where the
clock signal is a time-varying perpendicular electric field as
described above. We note that the QCA approach is one
of several alternatives to harnessing the unique features of
quantum dots to implement logical computation [66–74].

In this paper we explore the application of the ideas of
Bennett to switching QCA devices in the most power-efficient
manner possible, preserving intermediate results in place so
that power dissipation is reduced even further. The efficacy
of the Landauer–Bennett approach is made clear by directly
solving the equations of motion for irreversible, reversible, and
Bennett-clocked gates. We show that QCA provide a natural
implementation of Bennett switching which could offer both
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Figure 1. (a) Schematic diagram of a QCA cell. The cell is
comprised of dots, which are sites that localize charge. The
configuration of charge is used to represent a 1 or 0 bit, or a null state
which carries no information. Not shown is the fixed neutralizing
charge which maintains the cell’s overall charge neutrality. A
clocking signal shifts the relative energies the null state and the
active (1 or 0) states. (b) Schematic potential energy diagram for the
null state and the two active states. The clock changes the system
from a monostable (null) to a bistable (active) configuration. The
presence of neighbouring cells breaks the degeneracy between the 1
and 0 state.

a practical realization of reversible computing and one that
could be scaled to the limit of single-molecule devices. In
the last section we discuss the implications of our results for
the broader question of the ultimate limits of binary-switched
computing. We contrast our results with the arguments of
Zhirnov et al [75, 76].

2. Quantum-dot cellular automata

A schematic clocked QCA cell is shown in figure 1(a). Two
mobile electrons are confined to the cell. Within the cell the
electrons are distributed among six dots. Dots are simply
regions in which charge is localized. Three possible charge
configurations are shown in the figure, the electrons in corner
dots representing either a binary ‘1’ or ‘0’, and electrons both
in the middle dots representing a ‘null’ state which contains no
binary information. Tunnelling between the dots enables the
state of the cell to switch.

In normal operation the QCA cell will be in, or very
close to, its ground-state configuration throughout a switching
event. Which of the possible cell charge configurations is the
ground state is determined by two factors: (1) the electronic
configuration of the neighbouring cells, communicated to the
cell through the Coulomb interaction which alters the potential

on each dot, and (2) a clocking field which alters the relative
energy of occupying the middle ‘null’ dots versus the corner
‘active’ dots. If the clock pulls the electrons into the null
dots, then the cell is forced into the null state regardless of
the state of the neighbours. If the clock pushes the electrons
out of the null dots into the active dots, then the cell will be
put into whichever active state has the lowest energy. The low-
energy active state will be determined by the configuration of
the neighbouring cells.

When the clocking field is sufficiently strong, it can also
‘latch’ the state of the cell. The QCA cell is designed so
that to switch from one active configuration to the opposite
configuration the cell must go through the null configuration,
i.e. it must switch though the path [0 → null → 1] or
[1 → null → 0]. This is why the null dots are in the middle.
As a result, if the clock raises the occupation energy of the null
sufficiently high, it creates a kinetic barrier to switching which
latches (locks) the state of the cell. A latched cell acts as a
single-bit memory—its present state depends on its state in the
recent past and not on the state of neighbours. A latched cell is
not necessarily in its instantaneous ground state.

QCA represent a specific implementation of Landauer’s
notion that computing can be accomplished, with minimal
power dissipation, by using elements that switch from a
monostable to bistable state in a controlled and adiabatic way.
Figure 1(b) shows a schematic energy level diagram for the
cell. In the null state, the cell is monostable. When the
potential energy of the middle dots is raised, creating a barrier
between the two active states, the cell becomes bistable. If
there were no other influence on the cell the two local minima
would have the same energy. The presence of nearby cells
lowers the energy of the well corresponding to either the ‘1’
or ‘0’ state.

We can see how information is moved from cell to cell by
considering the simple case of the COPY operation between
two adjacent cells, illustrated in figure 2. Suppose the cell on
the left is in the active 1 state and the cell to its right is initially
in the null state. The clock for the cell to the right is then raised.
This causes the right cell to switch into the 1 state as well—the
field from the left cell raises the energetic cost of being in the 0
state relative to the 1 state. This transition can be accomplished
gradually so that the rightmost cell is always very close to its
instantaneous ground state and thus can dissipate very little
energy. The time scale for ‘gradually’ is set by the tunnelling
time from one dot to the next. A QCA shift register can be
constructed by copying a bit from cell to cell in a linear cell
chain, shown schematically in figure 3(a).

Information can not only be moved, but processed. A
three-input majority gate is formed when three QCA shift
registers converge as shown in figure 3(b). The additive effect
of the Coulomb interaction from the input cells determines
which state the device cell (at the junction) will switch into
when its clock is raised. The result is then transported (to the
right in this case) down the output shift register. A complete
set of functions can be realized and more complex circuits
constructed hierarchically [15, 18].

QCA devices exist. Functional QCA cells have been
fabricated using aluminium islands on SiO2 to form the
dots, which are coupled through aluminium oxide tunnel
junctions and patterned capacitors [24]. QCA devices have
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Figure 2. The copy operation between two QCA cells. (a) The cell
on the left holds the 1 bit and the adjacent cell is initially null. As the
clock on the right cell is raised, (b) → (c), the information is copied
into the right cell. Physically, this occurs because the potential on the
middle dots is raised, and the charge moves off into the corner dots.
The lower energy configuration is that matching the configuration of
the cell on the left. The non-integer average occupancy in (b) is due
to either quantum uncertainty or thermal fluctuations, or both.
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Figure 3. Schematic layout of QCA cells forming devices. (a) A
shift register in which information is simply copied from cell to cell
down the line. (b) Three shift registers converge at a single cell to
form a three-input majority gate.

so far been constructed from tunnel junctions fabricated with
shadow-evaporation techniques and function only at cryogenic
temperatures. A number of circuits including majority gates
and clocked shift registers have been demonstrated [25–32]. In
these metal-dot QCA cells it is straightforward to separately
clock each cell individually using capacitively coupled voltage
leads. It is noteworthy that, in these devices, information is
represented by the configuration of two electrons per cell. Thus
these metal-dot cells, though limited by the fabrication method
to low-temperature operation, provide valuable demonstrations
of QCA circuits. They serve as prototypes for molecular
systems that will function at room temperature.

Significant steps have been taken towards constructing
single-molecule QCA cells using mixed valence compounds.
One key strategy is to use non-bonding π or d orbitals to serve
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Figure 4. A molecular QCA half-cell. (a) The model molecule has
three dots formed from ethylene groups. The molecular cation has a
mobile hole which can occupy one of the three dots, representing a
binary 1 or 0 and the null state. (b) Isopotential surfaces show the
localization of charge in the three states. A transverse electric field
carries the signal from the neighbouring molecules. A perpendicular
electric field acts as a clock which moves the state between active
(1 or 0) and null. This molecule lacks any functionalization for
attachment and orientation, but is useful as a model system made
computationally tractable by its simplicity. Synthesized candidate
QCA molecules are described in [40–43].

as dots, so that electron transfer from dot to dot has minimal
effect on the overall molecular structure [33–43]. Two-
dot half-cells [40–42] and four-dot cells [43] have recently
been synthesized. The two-dot cells were functionalized
for attachment to a silicon substrate by covalent bonding.
Supporting groups act as ‘struts’ which hold the molecule
perpendicular to the surface. Direct measurements of the
bistable switching required for QCA operation have been
reported [42]. Charge tunnelling from one dot to the other is
sensed by capacitance measurements.

Quantum chemistry calculations [77] of simple molecules
with QCA properties can be useful in understanding molecular
QCA switching behaviour. Figure 4(a) shows a simple three-
dot clocked half-cell composed of only carbon and hydrogen.
The molecule lacks any functionalization for attachment and
orientation, but is useful as a model system and is made
computationally tractable by its simplicity. Ethylene groups
form the dots in this structure. The molecular cation has
a mobile hole which can occupy one of the three dots.
Isopotential surfaces plotted in figure 4(b) show the molecular
cation in the three states corresponding to 0, 1, and null. An
electric field in the z-direction acts as a clocking field and
the field in the y-direction, presumably due to neighbouring
molecules, is the input signal. The information content of
the molecule is represented by the y-component of the dipole
moment. We define the polarization to be the normalized
dipole moment

P = µy

|µy(max)| . (1)

Figure 5 shows the calculated polarization as a function of the
clocking field in the presence of a signal (driver) field of either
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Figure 5. Calculated response for molecular QCA. The response of
the molecule shown in figure 4 to a clock signal in the presence of a
signal field. The clocking field shifts the relative potential energies of
the upper dots and the lower dots by an amount Ec. The horizontal
axis is the ratio of this energy shift to the ‘kink energy’ Ek which
represents the interaction between two molecules. The cell
polarization is the normalized molecular dipole moment. The two
curves are for signal fields of opposite signs. The clock causes the
molecule to move from the null state to the appropriate polarized
cell.

sign. The clocking field activates the cell, pushing it into the
appropriate state depending on the sign of the driver field.

Molecular QCA devices can be clocked without having
to make separate clock connections to individual molecules
[34, 35, 38]. Buried clocking wires can be used to form a
patterned time-varying inhomogeneous perpendicular electric
field (Ez) at the molecular QCA plane which acts as a
clocking signal. Shifted sinusoidal clocking phases applied to
successive wires result in a continuously varying distributed
clock signal that smoothly sweeps information along the QCA
shift register. Figure 6 illustrates this process schematically.
In this case adjacent molecules see clocking signals that
are only fractionally out of phase with one another. This
makes the adiabatic transition all the more smooth, but still
directs the propagation down the circuit towards the output.
This approach avoids the need to make separate contacts to
individual molecules, which would be impractical.

3. Modelling QCA dynamics with dissipation

We can describe the relevant physics of QCA switching in a
thermal environment using a simplified three-state basis and
a version of the coherence-vector formalism [78]. The three
basis states correspond to the 1, 0, and null states of the cell
(molecule). A Hamiltonian is constructed that includes (a) the
effect of the input signal which shifts the relative energies of
the 0 and 1 states, (b) the effect of the clocking field which
shifts the energies of the active states relative to the null state,
and (c) tunnelling between the states. The Hamiltonian for the
j th cell at time t is given by

H ( j)(t) =




− Ek
2

∑
m �= j

f j,m Pm(t) 0 −γ

0 + Ek
2

∑
m �= j

f j,m Pm(t) −γ

−γ −γ Ec(t)


 (2)

Figure 6. Clocking in a molecular QCA cell array. Buried
conductors form clocking wires which produce the clocking field at
the molecular layer. By driving adjacent wires with phase-shifted
sinusoidal voltages, the active regions in the molecular layer shift
smoothly across the surface.

where Ek is the ‘kink energy’, the energy difference between
two horizontally adjacent polarized cells having the same
polarization or the opposite polarization. It can be calculated
from simple electrostatics. γ is the tunnelling energy between
the active states and the null state. This can be obtained for a
particular molecule from quantum-chemistry calculations. Pm

is the polarization of the mth cell. f j,m is a geometric factor
depending on the distance and relative orientation between the
j th cell and the mth cell. It is computed from electrostatics. Ec

is the potential energy of the null state which is altered by the
clock. The zero of energy is here chosen to be that of an active
isolated cell.

Following [78] we employ the eight generators of the Lie
group SU (3),

λ̂1 =
[ 0 1 0

1 0 0
0 0 0

]
λ̂2 =

[ 0 0 1
0 0 0
1 0 0

]

λ̂3 =
[ 0 0 0

0 0 1
0 1 0

]
λ̂4 =

[ 0 i 0
−i 0 0
0 0 0

]

λ̂5 =
[ 0 0 i

0 0 0
−i 0 0

]
λ̂6 =

[ 0 0 0
0 0 i
0 −i 0

]

λ̂7 =
[−1 0 0

0 1 0
0 0 0

]
λ̂8 = 1√

3

[−1 0 0
0 −1 0
0 0 2

]

(3)

to project out the real degrees of freedom of the density matrix
for the j th cell ρ̂ j .

λ
( j)
k = Tr(ρ̂ j λ̂k). (4)

These generators, λ̂k, play the same role for SU (3) that the
Pauli spin matrices play for SU (2). The state of each cell j is

then described by the eight-dimensional vector, λ
⇀( j)

. The cell

4244



Bennett clocking of quantum-dot cellular automata and the limits to binary logic scaling

polarization can then be defined in terms of the expectation
value of a particular generator.

Pj = −Tr(ρ̂ j λ̂7) = −λ
( j)
7 . (5)

The Hamiltonian determines the eight-dimensional real vector
with components

�
( j)
k = Tr(Ĥ ( j)λ̂k), (6)

and the 8 × 8 matrix

�( j)
mn =

∑
p

fmpn�
( j)
p (7)

where fmpn are the structure constants for SU (3) defined by
the relation

4i fmpn = Tr{[λ̂m , λ̂p] − λ̂n}. (8)

In isolation from the environment the unitary evolution of the
density matrix can be expressed as the equation of motion for
the coherence vector.

∂

∂t
λ
⇀( j)

(t) = �( j)(t)λ
⇀( j)

(t). (9)

Equation (9) represents a set of coupled first-order differential
equations for the motion of the coherence vectors of each
of the cells. If each cell were in a pure state, it would be
equivalent to the Schrödinger equation. For mixed states (9)
is equivalent to the quantum Liouville equation. The Coulomb
interaction between the cells is included in a mean-field
Hartree approximation through (2).

The description can now be enlarged to include contact
with a thermal environment and dissipation (following [22]
and [23]). The density matrix for the j th cell in thermal
equilibrium with its environment at temperature T is

ρ̂th(t) = e−Ĥ ( j)(t)/kBT

Tr{e−Ĥ ( j)(t)/kBT } . (10)

The associated equilibrium coherence vector is

[λ⇀( j)
th (t)]k = Tr{ρ̂ss(t)λ̂k}. (11)

Dissipation can be expressed using an energy relaxation time
approximation. The non-equilibrium equation of motion for
the j th cell in contact with the thermal environment is then

∂

∂t
λ
⇀( j)

(t) = �( j)(t)λ
⇀( j)

(t) − 1

τ
[λ⇀( j)

(t) − λ
⇀

th(t)]. (12)

The coherence vector is driven by the Hamiltonian forcing
terms, and relaxes to the instantaneous thermal equilibrium
value. The energy relaxation time τ characterizes the
dissipative coupling between the system and the environment.
Because for QCA the quantum phase difference between cells
is irrelevant, we need not include a separate phase relaxation
time (using QCA for quantum computing has been explored
in [21]).

The non-equilibrium equation of motion (12) represents
a set of coupled first-order differential equations for the
coherence vectors of QCA cells in contact with the thermal
environment. As above the cell-to-cell coupling is treated in
a mean-field approach ([20] extends this treatment beyond the
mean field). Coupling with the environment allows thermal
fluctuations to excite the cells, and for cells to dissipate energy
irreversibly to the environment. All the essential elements to
study the thermodynamics of computation in an open quantum
system are present in this description.
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Figure 7. Landauer and Bennett clocking of QCA circuits. Each
figure represents a snapshot in time as the clocking fields move
information across the circuit. The left column (L1)–(L5) represents
Landauer clocking. A wave of activity sweeps across the circuit as
the clocking field causes different cells to switch from null to active.
The circuit shown includes a shift register on top and a three-input
majority gate on the bottom. The right column (B1)–(B7) represents
Bennett clocking for a computational block. Here as the
computational edge moves across the circuit intermediate results are
held in place. When the computation is complete (B4), the activity
sweeps backwards, undoing the effect of the computation. This
approach yield the minimum energy dissipation.

4. Landauer and Bennett clocking of QCA

Figure 7 illustrates Landauer and Bennett clocking of QCA
circuits. The figure shows a QCA shift register, implemented
by a single line of cells, and a three-input majority gate. The
left column (L1–L5) represents snapshots of the circuit at
different times as it is clocked using the Landauer clocking
scheme and the right column (B1–B7) shows snapshots using
the Bennett clocking scheme. It is assumed that the input
signals come from other QCA circuitry to the left of the circuit
shown and that the output signals are transported to the right to
other QCA circuits.
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The motion of the information across the array is not
ballistic, but controlled by the clocking signals. These
clocking signals could be implemented in several ways, but for
specificity here let us focus on molecular QCA controlled by
a swept perpendicular electric field produced by local clocking
wires as shown in figure 6. The effect of the clocking field
is to gradually drive cells in a particular region from null to
active and back to null. Whether the active state is a 0 or 1 is
determined by the state of the neighbours.

The Landauer-clocked circuit initially has all cells in the
null state (L1). As the clocking signal activates the leftmost
cells, they copy the incoming information and propagate it to
the right (L2). The shift register (the linear array on the top
of each snapshot) simply moves the information from left to
right. In the example shown a 1 bit, represented by a group
of polarized cells (red = ‘1’), is transported. The bit moves as
cells are activated and copy the bit on the leading edge of the
bit packet; cells on the trailing edge are erased to null. Because
this trailing-edge cell erasure is done in the presence of a copy
of the information (i.e. no information is being lost), it can be
accomplished without dissipating kBT ln(2). More precisely,
there is no fundamental lower limit to the energy that must be
dissipated.

In the Landauer-clocked majority gate, shown on the lower
part of each snapshot, three bits of data (here a 0, 1, and 1)
‘collide’ to compute the majority function. The computation
happens as the leading edge of the bit packets converge at the
central device cell (L2 → L3). Erasure of cells on the trailing
edge is comparable to the case of the shift register except for
the ‘loser’ in the majority vote. In that case, because the output
cells are in the majority state, an input line must be erased to
null without a copy being present. In figure 7, the 0 input to
the majority gate loses the vote and the information moving
forwards to the right (L4 and subsequent) contains no record
that the 0 was ever present. In this case information is really
lost to the whole system and an energy of least kBT ln(2) must
be dissipated as heat (as we will see in the next section).

The speed at which the computation occurs can influence
the total power dissipated in a way unrelated to the
issue of information loss. In the Landauer-clocked circuit
(figure 7(L1)–(L5)) we see a wave of computational activity
sweep across the circuit. The leading edge of the wave is where
computation actually occurs; the trailing edge is where erasure
occurs. The speed of the wave is determined by the clocking
frequency and the pitch of the clocking wires. The practical
upper limit of clock frequency is determined by one of two
requirements: adiabatic operation or power dissipation. If the
clock frequency is too fast, cells on the leading edge do not
have enough time to switch smoothly to their new state and
either oscillate or become stuck in metastable states. ‘Too fast’
is relative to the tunnelling time for an electron to move from
one side of the molecule to the other. This can be very fast
indeed; sub-picosecond times have been reported even for large
molecules [79]. The gradual adiabatic nature of the switching
is also a function of the width of the bit packet set by the
clocking wire pitch. A broad gentle edge improves adiabaticity,
at the cost of total information density in the pipeline. As the
frequency approaches adiabatic breakdown, even for reversible
computation like the shift register, cells on the leading edge
begin to be excited above their instantaneous ground state. This

excess energy in the cell is dissipated as heat as the cells de-
excite through inelastic processes (e.g. molecular vibrational
states). For a large array of cells at molecular densities, this
power dissipation can become the practical limitation, though
THz operation of densities as high as 1012 devices cm−2 may
still be a possibility [22]. This heat dissipation due to operating
at speeds near adiabatic breakdown is a separate issue from the
heat dissipation due to information erasure—the requirement
of dissipating at least kBT ln(2) per erased bit holds no matter
how slow the clock speed.

Bennett-clocked operation is shown in figures 7(B1)–
(B7), which again represents snapshots in time as the array is
clocked. The computational leading edge of the clocking wave
moves from left to right in (B2)–(B4). The difference in the
Bennett-clocked circuit is that there is no trailing edge—cells
remain held in the active state as the computational edge moves
forwards. The loser in the majority gate (the green = ‘0’ input)
is held in place and not erased until the results of the compu-
tation are present at the (here rightmost) output edge. At that
time, the output states can be copied to the next stage of compu-
tation and the clock begins to lower cells back to the null state
from right to left (B4)–(B7). In this part of the cycle, erasure
of intermediate results does occur but always in the presence
of a copy. Thus no minimum amount of energy (kBT ln(2))
need be dissipated. At the end of the back-cycle the inputs to
the computation must either be erased or copied. If they are
erased, then an energy of at least kBT ln(2) must be dissipated
as heat for each input bit. This is unavoidable. What has been
avoided is the energetic cost of erasing each of the intermedi-
ate results. The example shown in the figure is only one shift
register and one majority gate—in practical cases it would be a
large subsection of the calculation. In that case there are many
more intermediate results than input bits so the savings in en-
ergy dissipation by Bennett clocking could be large.

The Bennett-clocking scheme has benefits and costs which
are part of the design space for the circuit. The principal benefit
is lower power dissipation, which as we have seen may make
the difference between molecular-scale electronics working or
vaporizing. The costs include at least doubling the effective
clock period to allow the forward and reverse cycles (B1)–
(B4) and (B4)–(B7). In addition, the amount of pipelining
is reduced because for a given block of computation only
one computational edge at a time can be moving across the
circuit in the Bennett-clocked scheme. In Landauer clocking,
by contrast, several computational waves can be traversing the
same block at the same time. Finally, the circuitry that provides
the clocking signal has to be somewhat more complex to
handle the block-by-block forwards-then-backwards clocking
of the Bennett approach. In many circumstances, the speed
and simplicity of Landauer clocking will outweigh the power
dissipation benefits of Bennett clocking. It is notable that the
QCA layout itself does not have to be changed to go from one
to another—only the timing of the clocking needs to be altered.
One could imagine switching from one mode to the other as
needed.

5. Direct comparison of Landauer and Bennett
clocking

We employ the formalism described in section 3 above to
example circuits with both Landauer and Bennett clocking to
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Figure 8. Four test QCA circuits. (a) A shift register, which can be
Landauer-clocked or Bennett-clocked. (b) A Landauer-clocked OR
gate. (c) A Landauer-clocked OR gate for which inputs are also
echoed to the output, embedding a logically irreversible operation in
a logically reversible operation. (d) A Bennett-clocked OR gate.

directly compare the power dissipation in the two approaches.
We directly solve equation (12) for each cell in the circuit.
Note that �( j) in (12) is derived from the Hamiltonian,
equation (2), which depends on the polarization of all of
the other cells. (The influence drops as the inverse fifth
power of the distance because each cell is an electric
quadrupole—so the neighbouring cells dominate the sum

in (2).) Equation (12) thus represents a set of 8Ncells (λ
⇀( j)

is an
eight-dimensional vector) coupled differential equations which
we solve simultaneously for the dynamics of the entire circuit.
This captures both the quantum nature of the motion and its
contact with the thermal environment.

The form of the clocking wave enters through Ec(t) in
equation (2). Though the clocking field can be calculated
explicitly from the voltage on the clocking electrodes (as
in [34]), we here use a simplified description. Landauer
clocking is described by

Ec(t) = E0
C sin

(
x

λc
− t

Tc

)
(13)

where λc is the spatial clocking wavelength and Tc is the
temporal clocking period. Bennett clocking is described by

Ec(t) = E0
C min

[(
1 − x

λc

)
+ sin

(
t

Tc

)
, 1

]
(14)

where λc is now the width of the Bennett-clocked region. This
represents a linear ramp which sweeps across the region and
then back. Bennet-clocked regions can adjoin each other so
that the output of one becomes the input to the next; pipelining
is altered but preserved.

Figure 8 shows four QCA circuits. The first, shown in
figure 8(a), is simply a QCA shift register, which can be
Landauer-clocked or Bennett-clocked. A two-input OR gate
is formed from a three-input majority gate by fixing one input
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Figure 9. Calculated energy dissipation for the four test QCA
circuits in figure 8. The shift registers involve no information loss so
dissipate less than kBT ln(2). The Landauer-clocked OR gate
dissipates much more than kBT ln(2) when the input bits differ.
Echoing inputs to the output succeeds in reducing energy dissipation,
but at the cost of circuit complexity. Bennett-clocking yields very
low energy dissipation with no additional circuit complexity.

to a binary 1. Figures 8(b) and (d) represent OR gates with
Landauer and Bennett clocking respectively (the actual layout
is identical). Figure 8(c) shows an OR gate with the addition of
lines echoing the input to the output. This is the usual method
of achieving Bennett-style reversible circuitry. It has the
drawback that the circuitry is more complex and intermediate
results accumulate as the computation proceeds. The QCA
circuit represented in figure 8(c) is Landauer-clocked.

Figure 9 shows the energy dissipated per clock cycle for
each of the four circuits shown in figure 8, calculated using the
formalism of section 3. All energies are shown as a ratio to the
kink energy Ek which characterizes the cell-to-cell interaction
energy. The parameters were chosen to push the adiabatic
limit so that dissipation amounts would be visible on the graph
(Ek = 0.19 eV, γ = 0.0.05 eV, f = 100 GHz, τ = 0.35 fs).
The first pair of bars shows the very low dissipation of the shift
register, whether it is Landauer-clocked or Bennett-clocked.
The second pair of bars shows the dissipation of the Landauer-
clocked OR gate (figure 8(b)). When the inputs are 1 and 1
(or 0 and 0) there is no erasure and the energy dissipated is
less than kBT ln(2). When the inputs differ information is
lost and an energy of at least kBT ln(2) must be dissipated.
In fact the energy dissipated is about Ek, which needs to
be significantly larger than kBT ln(2) for the circuits to work
reliably in a thermal environment. The third set of bars shows
the energy dissipated for the logically reversible circuit formed
by combining the OR gate with echoes of the input to the
output (figure 8(c)). We see that energy dissipation can indeed
be lowered below kBT ln(2) by this technique even when,
as here, the circuit is Landauer-clocked. The fourth set of
data shows the energy dissipated when the OR gate (without
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echoes) is simply Bennett-clocked. This is remarkable because
the circuit is physically identical to the Landauer-clocked OR
gate, but yields vastly less energy dissipation. If the clock
speed were substantially slower, the small bars in figure 9
would not be visible at this scale, but the dissipation for the
Landauer-clocked OR gate would remain many times larger
than kBT .

Figure 9 shows the central results of this work from which
several important conclusions can be drawn.

(1) Embedding an irreversible calculation in a reversible
circuit by echoing inputs to outputs does indeed result in
huge reduction of the power dissipated.

(2) Bennett-clocked QCA circuits can reduce the power
dissipated to much less than kBT ln(2) without changing
circuit complexity. This suggests that QCA may at last
provide a practical means of implementing reversible
computing.

(3) We verify Landauer’s principle by direct time-dependent
solutions of the equations of motion for an actual circuit
in thermal contact with the environment. The formalism
includes the effect of thermal fluctuations from system to
environment and from environment to system.

(4) The fact that the shift register dissipates much less than
kBT ln(2) confirms Landauer’s assertion that there is no
fundamental lower limit to the energy dissipation cost of
transporting information [80].

6. Limits to binary logic scaling

Our analysis of molecular QCA provides a useful concrete
example in which to examine several recent claims about the
physical limits to binary logic scaling. In [75, 76], Zhirnov
et al make several important claims about fundamental scaling
limits. They conclude from a Heisenberg uncertainty principle
argument that a binary element cannot be smaller than 1.5 nm.
From the requirement that a bit be distinguishable in a thermal
environment they argue that an energy equal to the barrier
height must be dissipated and that the energy must be at least
kBT ln(2). They contend that reversible computing requires
the complete isolation of the system from the environment,
and that any improvement in power dissipation in reversible
approaches is illusory because it simply shifts the dissipation
to another part of the circuit. Finally, they conclude from this
analysis that a successor technology to CMOS must be based
on something other than charge. Clearly if their arguments
were correct then molecular QCA would be impossible and the
results in this paper would have to be in error. Conversely,
examining our results in the light of their objections can serve
as a specific system in which to assess their claims. We address
these issues in turn below.

6.1. Does the uncertainty principle yield a smallest possible
bit size?

Zhirnov et al proceed from the position-momentum Heisen-
berg uncertainty relation

�x�p � h̄. (15)

They identify the position uncertainty with the minimum size
of a bistable computational element and compute it from Ebit,

the minimum power that must be dissipated when the bit
switches:

Xmin = h̄

�p

= h̄√
2me Ebit

= h̄√
2mekBT ln(2)

= 1.5 nm (T = 300 K). (16)

Equation (16) is equation (2a) of [75].
The chain of reasoning in equation (16) contains several

important flaws. (a) The logic connecting the first line of
equation (16) to the second line assumes that p2 = 2m E , but
this is true only if the potential V (x) = 0. The structure of
V (x) is what produces the bistable double-well system and
cannot be ignored. One cannot in general simply connect an
uncertainty in momentum to an energy. Altering the structure
of V (x) changes the relation between the two. (b) Neither
is there any reason to associate the energy in (16) with the
energy dissipated when the bit is switched. Why is it the
dissipated energy and not simply the energy of the bound state?
(c) Finally, we have seen that there is no requirement that
switching a bit need dissipate kBT ln(2); that amount of energy
dissipation is required only when a bit is erased. Equation (16)
is in fact the answer to the question ‘What is an estimate for
the width of an infinite square well potential (V = 0 inside the
well) which would yield a ground-state energy of kBT ln(2)?’

What does limit the physical size of a bit? If the
bit is representing information by the position of charge
then the potential landscape V (x) determines the two stable
configurations and the distance the charge must move between
them. Consider a double-well system with a barrier of height
V0 and a distance a between the wells. If the double-well
works effectively as a switchable bit for a given value of a,
we can achieve the same functionality with a system scaled to
a smaller value of a, provided we increase the barrier height,
keeping a2V0 constant (the usual scaling of the Schrödinger
equation). If we could shrink the bit size a to a few thousandths
of an angstrom, it would work, and it would function at high
temperatures because the energy separations between states
would be very large indeed. What limits the physical size
of such a bit is our inability to structure a designed potential
landscape at that length scale. The only tools we have for
fashioning V (x) are atoms and atomic bonds. Since the
fundamental constants conspire to make atomic bonds roughly
the size of the Bohr radius, we cannot engineer a potential with
a smaller length scale. It is not Heisenberg, but Bohr who
provides the lower limit.

It is noteworthy that the chemical synthesis of molecular
QCA cells has already produced viable bistable bits whose
dimensions are smaller than the minimum bit size described
by Zhirnov et al. The Fehlner molecules [40–43] have charge
separation distances of about 0.6 nm. Note also that molecular
QCA devices are small in all three spatial dimensions. A 1 nm
molecular QCA cell has 1 nm2 footprint. CMOS at the 6 nm
node has a gate length of 6 nm, but the average device area is
greater than 0.5 µm2. Thus the proximity of scaled CMOS to
molecular dimensions is not as close as a simple comparison
of minimum feature sizes might suggest. (It is also true that
differences in architecture make this comparison difficult.)
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6.2. Does the need to distinguish a 1 from a 0 in a thermal
environment require dissipation of at least kB T ln(2) per bit?

The intuition that the distinguishability criterion, i.e. being able
to reliably read and distinguish a 1 from a 0, is connected to
energy dissipation is precisely what Landauer refuted. There
is no doubt that the barrier to switching when an element is
just holding a bit must be larger than kBT . But there is no
reason to equate barrier height with energy dissipated as heat.
Neither surmounting a barrier due to thermal excitation, nor
tunnelling through a barrier, causes a net transfer of energy
from the system to the thermal environment. The key idea
of Landauer’s adiabatic switching is that the barrier can be
lowered, the system switched, and then the barrier raised again.

In the QCA case the distinguishability criterion is
helpfully clear. For a QCA shift register, the energy moving
from cell to cell as a bit is shifted down the line must indeed
be greater than kBT ln(2). This energy need not be dissipated
at each step, however. Indeed in the Bennett approach it
need not be dissipated at all. The signal energy, but not the
dissipated energy, must be larger than kBT for the signal to
be robust [22, 23]. Furthermore, the signal energy must be
augmented from stage to stage (i.e. there must be true signal
power gain) so that the signal does not decay. In QCA, the
power gain is provided by the clock. None of this robustness
requires a particular amount of energy to be dissipated as heat.

6.3. Does ‘reversible computing’ require isolation of the
system from the thermal environment?

Our theoretical approach, as described in section 3, includes
the contact between the system and the environment explicitly.
The very notion of energy dissipation, and indeed of
temperature, are predicated on considering a system which can
exchange energy with its environment. The question is whether
there is a fundamental lower limit to how much energy must be
transferred to the environment. Landauer’s answer (by physical
argument) and ours (by direct calculation) is ‘no’.

The authors of [76] characterize Landauer in a 1982
paper [81] as affirming that adiabatic operation requires
complete isolation from the environment. This is a misreading
of Landauer’s argument in that paper. He was in [81]
contrasting adiabatic reversible computation (low power
dissipation), with the more radical notion of ‘dissipationless’
computing (no power dissipation). Landauer was raising
questions about the stability and controllability of systems in
which no ‘viscosity’ at all is present to damp small oscillations.
His discussion assumes the correctness of the Landauer
principle for adiabatic (non-isolated) reversible systems, and
probes what would later become the field of error-correction in
quantum computing.

6.4. Are the gains made in power dissipation by ‘reversible
computing’ lost when one considers the system as a whole?

Molecular QCA using buried clocking wires (as in figure 6)
provide a helpfully concrete example of where dissipation in
such a system can occur. One can distinguish three parts of the
system: the active molecular device layer, the clocking wires,
and the clocking voltage supply which drives the clocking
wires.

We have analysed above the situation in the molecular
device layer. Although some dissipation always occurs, there is
no fundamental lower limit. At high speeds (>100 GHz) this
active layer is still likely to dominate the power dissipation.
Moreover, the dissipated power density increases as the device
density increases. It is this scaling with device density that is
the heart of the problem.

As [76] points out, there is some heat dissipation in the
clocking wire circuit, due to the small resistance of the wires
themselves, but (contra [76]) it can be minimized and is not a
fundamental limitation. The wires are driven by a sinusoidal
voltage source which smoothly adds charge to raise them
up to the appropriate potential, then smoothly removes the
charge and lowers the potential. There is never any current
through a resistance except the residual resistance of the wires
themselves. For a wire network driven with a sinusoidal
voltage V at frequency ω = 2π/T with resistance R and
capacitance C, the time-averaged power dissipated is simply

P = 1

2

|V |2
R

[
(ω/ω0)

2

(ω/ω0)2 + 1

]
(17)

where ω0 ≡ 1/(RC). For ω � ω0 this can be written

P =
[

1

2
C|V |2 2π

T

][
ω

ω0

]
. (18)

The first term in brackets represents the capacitor charging
energy per period and the second term is the ‘adiabatic
reduction factor’ which lowers the dissipation due to the
gradual nature of the charging and discharging. The power
dissipation can be reduced by lowering the residual resistance
R (P ∼ R) or lowering ω (P ∼ ω2).

The authors of [76] unnecessarily complicate the analysis
of a simple RC circuit by using a piece-wise-constant voltage
source and then worry about maintaining the accuracy of the
voltage steps in the presence of thermal noise. The above
analysis for a sinusoidal voltage source is simpler and is
certainly valid in the presence of thermal noise. Thermal noise
does not entail dissipation. Thermal noise involves energy
fluctuations that average to zero net energy transfer between
system and environment.

The final component of the complete system for molecular
QCA is the sinusoidal waveform generator itself. We assume
that it may be standard CMOS and can be on or off the
molecular electronics chip. It does generate some power
dissipation due to the internal resistances of the generator
circuit, but this dissipation is unrelated to the ‘per device’
dissipation that threatens to melt the chip.

6.5. Should charge-based systems be abandoned at the
nanoscale?

From an energy viewpoint is there anything special about using
charge to represent information? Zhirnov et al argue that
it important to distinguish between ‘charge-based’ switching
devices and other more exotic devices based on representing
information as spin, for example. The fundamental energetics
of a bistable system, representing by a double-well energy
diagram like figure 1(b), are independent of the particular
degrees of freedom used to represent the information. Energy

4249



C S Lent et al

barriers for a spin system play the same role as for a charge-
transfer system. The barrier must be large enough to make
different bit states distinguishable in a thermal environment.
Switching need not entail dissipating an amount of energy
equal to the barrier height. Fundamental energy dissipation
considerations do not favour charge-based or spin-based
representation information. The conclusion of [75, 76], that
only those possible CMOS successor technologies which are
based on something other than charge warrant pursuing, is
therefore unwarranted.

7. Conclusion

Power dissipation, which has often determined successor
electronics technologies in the past, is a crucial consideration
for the future of practical computing at molecular length
scales. To be successful any technology at that length scale
must operate near the fundamental limits of power dissipation
per bit computed. A combination of Landauer-clocked and
Bennett-clocked molecular QCA, as described here, represents
a promising approach to digital logic at this extreme length
scale. We have shown, by direct calculation of the equations of
motion for actual circuits coupled to the thermal environment,
that indeed very low power operation is possible. Our results
are not a proof of the correctness of the Landauer–Bennett
analysis, but they certainly demonstrate its correctness in
this concrete system. The weaknesses of arguments to the
contrary are illuminated by examination of a specific system
like QCA.
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