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@ Let f be the probability density function of a gamma random variable with parameters r and
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This relation implies that the function f is increasing if x < (r — 1)/A, it is decreas.ing if
x> —1/)and f'(x) = 0if x = (r — 1)/A. Therefore, x = (r — 1)/A is a maximum
of the function f. Moreover, since f' has only one root, the point x = (r — 1)/A is the only
maximum of f.

@et N (1) be the number of babies born at or prior to 7. {N B:1 > O} 1s a Poisson process
with A = 12. Let X be the time it takes before the next three babies are born. The random
variable X is gamma with parameters 3 and 12. The desired probability is

o0 —-12x 2 [e¢]
P(X > 7/24) =/ 12e” 7020 4y = 864 | x%e '™ dx.
7/24 @) /24
Applying integration by parts twice, we get
1 1 1
/xze”n" dx = —-l—-ixze‘lz" - ;Exe“u“ — é—éze‘lz" + c.
Thus
7 1 1 1 co
Plx>2L)= 4[___ 20712yt *’2*] = 0.3208.
(x= 24) 864 — 137 72°¢ 864°  lrjp = 03208

Remark: A simpler way to do this problem is to avoid gamma random variables and use the
properties of Poisson processes:
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Lett = Ax; then dt = Adx, so
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et Vdt = —T(r) = 1.
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Let F be the probability distribution function of Y. For 7 <0, F(u) = P(Z? < 1) = 0.
Fort > 0,

F(r):P(Y_<_t)=P(Z2st)=P(-ﬁ525ﬁ)

= (Vi) - o= i) = o(v7) - [1- (V)] = 20(s/7) - 1.
Let f be the probability density function of Y. For ¢ < 0, f@) =0.Forz > 0,
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where by the previous exercise, /7 = I'(1 /2). This shows that ¥ is gamma with parameters
A=1/2andr = 1/2.

gorous mathematical solution would have to

: i ion is an intuitive one. A 1 :
9.) The following solution is an int being the minimum of 1 exponential random

consider the sum of two random variables, each

variables; so it would require material from joint distributions. However, the intuitive solution
has its own merits and it is important for students to understand it.

Let the time Howard enters the bank be the origin and let N () be the number of customers
served by time 7. As long as all of the servers are busy, due to the memoryless property of
the exponential distribution, { N@®:1t > O} is a Poisson process with rate nA. This follows
because if one server serves at the rate A, n servers will serve at the rate nA. For the Poisson
process {N t:t> 0}, every time a customer is served and leaves, an “event” has occurred.
Therefore, again because of the memoryless property, the service time of the person ahead
of Howard begins when the first “event” occurs and Howard’s service time begins when the
second “event” occurs. Therefore, Howard’s waiting time in the queue is the time of the
second event of the Poisson process {N @, > O}. This period, as we know, has a gamma
distribution with parameters 2 and n.

Pege 325 -

@(a) S2_, 32 k(x/y) = 1 implies that k = 2/9.
®) pxx) =Y, [@0)/ON]=x/3, x=1.2

oy =2 [@0/On]=2/By), y=12
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@(a)k(l +1414+944+9) = 1implies that k = 1/25.
= = 13/25;
®) py1) = p(1, 1)+ p(1,3) = 12/25, px(2) = p(2,3) = 13/25;
” pr(3) = p(1,3) + p(2,3) =23/25.

pr(1) = p(1,1) = 2/25,

Therefore,
12/25 ifx =1 2/25 ify=1
px(x) = pr(y) = _
13/25 ifx = 2, 23725 ify =3.
12 13 38 2 23 _ 71
(c)E(X)=l'g+2-2—5-=-2—§, E(Y)—]-E—!—B-ZS_ZS.

e following table gives p(x, y), the joint probability mass function of X and Y ; Px (i), the
marginal probability mass function of X; and Py (¥), the marginal probability mass function

of Y.
Yy
x 0 1 2 3 4 5 px(x)
2 1/36 0 0 0 0 0 1/36
3 0 2/36 0 0 0 0 2136
4 1/36 0 2/36 0 0 0 3/36
5 0 2/36 0 2/36 0 0 4/36
6 1/36 0 2/36 0 2/36 0 5/36
7 0 2/36 0 2/36 0 2/36 | 6/36
8 1/36 0 2/36 0 2/36 0 5/36
9 0 2/36 0 2/36 0 0 4/36
10 1/36 0 2/36 0 -0 0 3/36
11 0 2/36 0 0 0 0 2/36
12 1/36 0 0 0 0 0 1736
pr(y) | 6/36 10/36 8/36 6/36 4/36 2/36
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®) PX 2Y)=33_ 0572 p(x,y) = 0.61107.

x=y

plx,y)=

For all other values of x and y, p(x, y) = 0.
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(a)fx(x)-——/ 2dy=2x, 0<x=<1; fy(y)=/ 2dx=2(1-y), 0<y<1.
0 y
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b) E(X) :/ xfx(x)dx :/ x(2x)dx = 2/3;
0 ]
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1 1
E(Y) = /0 Yy () dy = fo 2(1 = y)dy = 1/3.
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(C)P(X<-;:)= fx(x)dchv/0 2xdx=§-,

1

1 x
P(X <27) =/ / 2dydx = —, s
0 Jxp2 2

P(X=Y)=0.

p 21 —x . )= oo_l_ye-xdx:.l.y, 0<y<2.
@ fx(x) =/ —2-ye"" dy=e* x>0, fr(y)= . 2 5
0
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12,) Let R={(x,»):0<x <1, 0 <y < 1}. Since area(R) =1, PX+Y < 1/;2)11jzt?czsa$e
o:the region, {(x, y)_e R: x + y < 1/2} which is 1/8. Similarly, P(X-Y =<

area of the region {(x,y) € R: x —y < 1/2) which is 7/8. P(X2+ Y2 < 1) is the area of
the region {(x,y) € R: x2 + y? < 1} which is /4. P(XY < 1/4) is the sum of the area
of the region {(x, »):0<x<1/4, 0<y< ]} which is 1/4 and the area of the region under
the curve y = 1/(4x) from 1/4 to'1. (Draw a figure.) Therefore,

1

1 1
POXY < 1/4) =2 +/ oo dx =~ 0.597.
1/4

Let X and Y be two randomly selected points from the interval (0, £). We are interested in
E(IX-vY ]). Since the joint probability density function of X and Y is

— O<x<f,0<y<t¥

0 elsewhere,
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E@x-1) = [ [ lx—sigaray
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16 The problem is equivalent to the following: Two random nur'n‘bers X and Y are se]ec;ed at
random and independently from (0, £). What is the probability that |X — Y| < X? Let

S={(x,»:0<x <€ 0<y<¢£}and
R:{(x,y)eS:lx——y{<x}={(x,y)eS:y<2x}.

The desired probability is the area of R which is 3¢%/4 divided by £2. So the answer is 3/4.
(Draw a figure.)



